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Abstract. This paper demonstrates that the Kennedy – Goodwin macroeconomic model of 
capital accumulation (KGM) does not reflect direct increasing return. The author presents its 
two versions: KGM-I with weakening roundabout increasing return and KGM-II with rein-
forcing roundabout increasing return. Both have the common intensive form and same as-
ymptotically stable stationary state. KGM-II is changed to allow for direct increasing return, 
whereby the growth rate of employment ratio positively influences the growth rate of labour 
productivity.  If the latter effect is strong enough, the dynamic stationary state is locally re-
pelling and bifurcates into closed orbits. Their period is estimated. This paper supposes a 
closed loop control that stabilizes the oscillatory dynamics of the main macroeconomic vari-
ables, maintaining profitability and employment under direct and reinforcing roundabout 
increasing returns. It is proved that the supposed policy would be destabilizing if the direct 
scale effect were powerfully negative that is not empirically correct. Simulation runs confirm 
analytical findings. This paper yields insights for public debate on competent pro-growth 
stabilization policy. 
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Introduction 

 
According to P. Krugman, three most important elements for the economy overall are pro-
ductivity, income distribution and unemployment (Krugman 1990: 7). The missing of in-
creasing returns (economies of scale) among ‘the most important elements’ is not surprising 
since neoclassical growth theory has never been very comfortable with them (Kaldor 1981).  

“The economics profession for a long time tended to minimize the importance of the 
economies of scale (von Weizsäcker 1993: 242).” The Nobel prize winner K. Arrow has ex-
pressed the critical thought as well: “Though largely ignored in university economics (except 
in isolated courses like industrial organization), increasing returns and the associated non-
perfect competition and economics of specialization are ubiquitous and very important in real 
economy…What are the implications of this for certain crucial macroeconomic problems…?" 
(Increasing returns ….1998: xix).  

There has been a long tradition, going back to Adam Smith (1776), that division of labour 
and technological progress are somehow intrinsically associated with increasing returns. Still 
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there is substantial ambiguity in notion of economy of scale (or increasing return as the syno-
nym) in the macroeconomic literature.  

In the past, only Harrod–neutral (or purely labour-augmenting) technological change 
could be introduced into neoclassical growth without leading to bizarre results (Nordhhaus 
1973, Jones 2003). The implied smooth transition to stationary growth path yet contradicts 
empirical evidence of non-constancy of the capital income share, economic fluctuations of 
different types. The fine properties of neoclassical balanced growth usually do not survive if 
the initial premises are relaxed.  

The traditional neoclassical approach assumes that the distribution of income is fixed by 
the profit-maximizing behaviour of firms and relies on production factors’ perfect substitu-
tion to attain the static or dynamic stationary state. In this case monotonic convergence to sta-
tionary state is guaranteed for explicit or implicit negative returns to scale although the ad-
justment is usually slow.1 

  Neoclassical growth models were "saved" from such restrictiveness by the introduction 
of the conception of induced innovation. It was argued that it has an important advantage 
over the marginal productivity theory since it is dynamic in the sense of relying on innovation 
possibilities rather than on the characteristics of a static production function (Kennedy 1964).  

Its other surmised advantage is the implicit postulating of bounded rationality. The firms 
maximize the reduction in unit costs subject to technical change (or invention possibility) 
frontier. These firms as assumed do not anticipate changes in the real wage or the real cost of 
capital, r. Moreover, maximization of profits is viewed unrealistic, since the non-linear tech-
nical progress function is, in general, not integrable.  

Under the usual neoclassical assumptions on income distribution among labour and capi-
tal according to these factors imaginary marginal productivities, and in addition when the in-
novation possibility curve takes the concave form assumed by Kennedy and Samuelson, the 
economy settles down into a balanced-growth path exactly like that of the purely labour-
augmenting case (Samuelson 1965; Drandakis and Phelps 1966).  

This conception won popularity and even appeared as the basis for a study of class con-
flict (Bowles, Kendrick 1970: 196 – 200). Still the persistent unemployment and growth cy-
cles were mostly ignored. The neoclassical conclusions on asymptotically stable balanced-
growth path were challenged by a pioneer work (Goodwin 1972) that defined a model for the 
share of labour in national income and the employment ratio in a highly stylised capitalist 
economy. This model generates a path of development where growth and cycles appear si-
multaneously without having distinct causes. The very notion of cyclical growth (or growth 
cycle) is a profound synthesis indeed. 

In Goodwin’s model the interaction of income distribution with capital accumulation 
generates business cycles. The model written in continuous time belongs to the class of 
model of the Lotka – Volterra type. The employment ratio serves as the prey, while the wage 
share in net national product (NNP) acts as a predator. In order to obtain reasonable economic 
solutions, it is necessary to put some restrictions on the parameters. Income distribution is 

                                                 
1 It is proved, in particular, that an implicit requirement of non-realistic dominance of nega-
tive returns to scale is necessary and sufficient for saving the property of asymptotical stabil-
ity of stationary state if the condition of full employment is relaxed under other typical neo-
classical conditions (Ryzhenkov 2005b, 2006). This neoclassical requirement corresponds to 
a popular belief that slower increases or decreases in labour productivity promote employ-
ment at the macroeconomic level. See also Section 2.1. 
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determined by the dynamics of real wages and productivity. Exogenous technical progress is 
one of the main weaknesses of Goodwin’s model. 

The Kennedy–Goodwin model (KGM-I) was elaborated in (Shah, Desai 1981; Ploeg 
1983; Ploeg 1987). Allowing entrepreneurs to choose the cost-minimising direction of tech-
nological progress extended Goodwin’s basic predator – prey model. It was claimed, that this 
extra weapon gave firms the power to eventually eliminate the class struggle as the introduc-
tion of induced technical progress changes the stability properties of the model.  

As the Goodwin model is an economic analogue of the Lotka – Volterra predator – prey 
model, its stationary state is a centre around which the economy moves in closed orbits 
whose length is determined by initial conditions. This result is due to the implicit assumption 
that each side in the class struggle has only one weapon – workers can bargain on strength of 
full employment and capitalists can determine the growth of employment by their investment 
decisions.  

Then capitalists have gotten one more weapon – choice of the induced rate of technical 
change. This has the effect that instead of being perpetually cyclical around the steady state, 
owing to firms optimising behaviour the economy becomes locally stable around the station-
ary state.  

Still it shares with the conception of induced innovation the same weaknesses: the inabil-
ity to take proper account of increasing returns.  This is consequence of a simplistic presenta-
tion of technology opportunities frontier and of production relations (see below). 

The first objective of this paper is to provide an alternative to KGM-I, which can generate 
everlasting growth cycles. In order to achieve this purpose, the basic model is changed to al-
low for direct increasing return, whereby the growth rate of employment ratio positively in-
fluences the growth rate of labour productivity. If the latter effect is strong enough, the dy-
namic stationary state is locally repelling and bifurcates into closed orbits. This result is to be 
established in this paper with the aid of the Andronov – Hopf bifurcation theorem, which was 
used to prove the existence of closed orbits in a different context (see Ploeg 1987, Ryzhenkov 
2000, 2006 among others). 

The widely held view of social science is that oscillatory macroeconomic systems are 
usually undesirable because ups and especially downs bring about the wastage of human and 
other resources. I agree with the opinion (Yellen, Akerlof 2006: 19) that “…stabilization pol-
icy reduces average levels of joblessness and raises average output by a nontrivial amount. 
Stabilization policy also raises social welfare if, as seems likely, welfare deteriorates nonline-
arly with increases in unemployment.” Smoothing or eradicating oscillations requires more 
structural than numerical changes. 

As shown in (Franco 1990; Ryzhenkov 2005a, 2005b, 2006), design of effective policies 
to control oscillations is a problem that goes beyond the Classical Optimal Control Theory of 
non-linear systems, and it belongs to the Structural Control Theory. Its application and devel-
opment allows conceiving a policy of primarily income distribution that stabilizes the oscilla-
tory dynamics of the main macroeconomic variables, sustaining total profit and employment.  

The present author agrees with a view (Milling 1990: 33): “Policy Support Systems 
should work as a kind of "transitional object" that allows experimentation, development and 
the analysis of different scenarios into the future. They should lead to a better understanding 
of the structure and the behaviour of complex business organizations.” This paper elaborates 
a control law of capital accumulation and pro-growth stabilization policy. 

Section 1 presents the Kennedy – Goodwin model; Section 2 offers the generalised model 
that includes reinforcing direct and roundabout increasing returns; Section 3 synthesises a 
control law for the oscillatory macroeconomic system; the Appendix contains propositions on 
bifurcations giving birth to growth cycles and formal proofs. 
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1 The Kennedy – Goodwin model (KGM-I) 

 
1.1 The model assumptions, structure and equations 
 

The model is formulated in continuous time. Time derivatives are denoted by a dot, while a 
hat will indicate growth rates. Let q, k, l, n, w, v = l/n, a = q/l, σ = k/q and u = wl/q denote real 
output, capital, employment, labour supply, the real wage rate, employment rate, labour pro-
ductivity, capital–output ratio and the share of wages in the national income, respectively. All 
variables are in real terms and net of depreciation. 

It is assumed that capitalists invest all profit or its part in fixed capital without material 
delay, all wages are consumed, the product market is always in equilibrium and all savings 
serve as internal finance for investment purposes.  

The incremental fixed capital equals net investment (savings) in the following equation 
  ,)1( quxk −=&          (1)  

where x is the capitalist saving (investment) ratio, 0 < x ≤ 1.  
The dynamics of the real wage follow from the wage-bargaining equation  

0 ,0,ˆ >ρ>γρ+γ−= vw .        (2)  
A reduction in the reserve army of unemployed facilitates workers' bargaining strength and 
therefore promotes the growth in real wages.  

The equation for the time derivative of capital–output ratio is 
0 , <)(ψ′σ)(ψ−=σ uu& .2          (3) 

The interpretation of (3) is based on the hypothesis that firms maximize the reduction in 
unit costs  
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where r = (1 – u)/σ  is the profit rate,3 â≡α  is the growth rate of labour productivity gov-
erned by (5) 

  )],([ tηφ=α ,0  ,0 <φ′′<φ′        (5) 
where, in its turn,  the growth rate of the output–capital ratio is     
    .ˆ)( σ−≡η t        (6) 

Differentiating (4) with respect to η yields 0)1( =−+φ′=′ uuR and 0<φ ′′=′′ uR . These 
are the necessary and sufficient conditions for maximal reduction in unit cost.  In particular, 
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the cost–minimizing direction of technical innovation is given by (3) where  
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2 The sign of the derivative is derived below. 
3  KGM-I assumes that profit rate is identical to cost of capital for the firms management. In 
my view, this strong assumption deserves a critical reconsideration. This is beyond the scope 
of my present paper.      
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This explains the negative sign of the derivative in the equation (3).  
The rate of change of the employment ratio is given by  

β−−σ−= akv ˆˆˆˆ   

=
s

ux −1
β−ψφ−ψ+ )]([)( uu ,         (7) 

where β = const is the growth rate of labour force. 
The equation (8) defines the rate of change of the relative wage 

awu ˆˆˆ −=  
  = )]([ uv ψφ−ρ+γ− .         (8) 
The Figure 1a represents the detailed KGM-I causal-loop structure. The stock and flow 

variables are joined by arrows. An arrow, going from one variable to another, means that the 
latter variable is a function of the former. The arrows, differently shaped, represent either in-
tegration of the flows into stocks or information linkages. The principle of secular and cumu-
lative causation, which is realised in this and other analogous figures, prompts the following 
matter-of-fact interpretation of increasing returns in this paper.   

 
Figure 1a The causal structure of KGM-I  
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Economy of scale (increasing return) is reinforcing if a positive feedback loop connects 
the growth rate of labour productivity with employment ratio and (or) its growth rate. Econ-
omy of scale (increasing return) is weakening if a negative feedback loop connects the growth 
rate of labour productivity with employment ratio and (or) its growth rate. 

The intensive deterministic  form of KGM-I for the initial system of economic growth, 
the class struggle and induced technical change is (3), (9), (10) (the equation (9) follows from 
the equation (7), the equation (10) – from (8)). 

vuuuxv ]))(()(1[ β−ψφ−ψ+
σ
−

=& ,         (9) 

uuvu ))](([ ψφ−ρ+γ−=& .      (10) 
At a fixed-point ( σ& , &v , &u ) = 0. 

The Harrod – Domar condition gives the non-trivial stationary state of this system 
) , ,( aaaa uvE σ= : 

),/()1( β+α−=σ aaa ux  ,/)( ρα+γ= aav  

 

;0
)0(1

1)0( 1 1 >
φ′−

=ψ=> −
au         (11) 

the stationary growth rates of output-capital ratio, labour productivity and net output are  

 0,   =ηa  (0), φ=αa ,01
>β+α=

σ
−

= a
a

auxd correspondingly. 

 
1.2 KGM-I in a non-linear co-operative-competitive network 

 
Let G be an open subset of R

n
. A differential equation  

 &x = f(x)           (12) 
defined on G ⊆  R

n 
 is co-operative if   ∂ fi(x)/∂ xj ≥ 0 for all x ∈ G  and    all i ≠ j (the growth 

of every component is enhanced by an increase in any other component). Competitive sys-
tems are defined by fi(x)/∂ xj ≤ 0 for all i ≠ j (Hofbauer, Sigmund 1988: 158).  The system 
(3), (9), (10) represents a mixed case, i.e., a competitive-co-operative system in the three-
dimensional phase space: 

  ∂ f1(σ)/∂ v = 0, ∂ f1(σ)/∂ u = σψ′− )(u > 0, 

 ∂ f2(v)/∂ σ = vux 2
1
σ
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−  < 0, ∂ f2 (v)/∂ u = }1)()]([)({
σ

−ψ′ψφ′−ψ′ xuuu v < 0, 

  ∂ f3(u)/∂ σ = 0,   ∂ f3(u)/∂ v = ρu > 0.   
The partial derivatives of the system (3), (9), (10) are elements of the Jacoby matrix in the 

equation (13). This matrix corresponds to the causal-loop structure of the system (3), (9), (10) 
represented by Figures 2–6.  

J = 
 
  

 .     (13) 
 

Notice that the wage share (the main “predator”) adversely affects growth of the em-
ployment ratio (the prey) and it activates growth of the capital–output ratio. This ratio (the 
second “predator”) inhibits the growth of the employment ratio. The rising employment ratio 
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is promoting the growth of the wage share. The system has fairly satisfactory self-regulating 
properties in vicinity of the stationary state (11) under above restrictions on its functions. 

It becomes clear from the inspecting of the Figures 2–6 that KGM-I has two main and 
three little feedback loops. The initial main loop connects the wage share and the employ-
ment ratio, the additional main loop of a higher order of complexity – the relative wage, em-
ployment ratio and capital–output ratio. The little loops involve σ, v and u individually.  Inte-
gration of σ& , &v , &u  creates the implicit delays fostering fluctuations. As the partial derivatives 

ii ff ∂∂ / , i = 1, 2, 3, change their signs, the polarity of each little feedback loop alters. Because 
of alternating polarity the little feedback loops can be balancing or reinforcing.  

The forms of proportional and derivative feedback control, used in the model economy, 
are not sufficient to eliminate deviations from the stationary state entirely and tend typically 
to cause converging fluctuations. The next section explains rigorously local stability of the 
non-trivial stationary state (11). 

 
 

 
 

Figure 2 The first negative loop of KGM-I 
 

 
 

Figure  3 The (additional) second negative loop of KGM-I 
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Figure  4 The first loop of KGM-I with   alternating polarity determined  
by sign )]([ uψ−  

 
 

 
Figure  5 The second loop of KGM-I with   alternating polarity determined by 

sign[x β−ψφ−ψ+
σ
− )]([)(1 uuu ] 

 

 
 

Figure 6 The third  loop of KGM-I with   alternating polarity determined by: 
sign{ )]([ uv ψφ−ρ+γ− uuu )()]([ ψ′ψφ′− ]} 

 
 
1.3 Local stability of the non-trivial stationary state in KGM-I 
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The convexity and shape of the technical change frontier (5) determines the derivative of 

(3), 0)]0(1[ 2
<

φ′′
φ′−

=)(ψ′ au , and is crucial for the local stability properties of stationary state 

in this model.  
The characteristic equation is  
 λ

3 + a2λ
2 + a1λ + a0 = 0.    (16) 

The Routh – Hourwitz necessary and sufficient conditions for the local stability are:  
 

a0 > 0,           (C-1) 
a1 > 0           (C-2) 

and  
a1a2 > a0.                   (C-3) 

All these conditions are satisfied (Shah, Desai 1981:  1007) because 

a0 = –det(J) = – auρ adv )( auψ′  > 0; a1 =  – ]1/)([
a

aa xuu
σ

−ψ′ av auρ > 0;  

a2 = –trace(J) = – [ aa uu )()0( ψ′φ′− ] > 0; and, finally, a1a2 > a0.  
 

1.4 Roundabout increasing return and its weakening in KGM-I 
 

Direct scale effect is obviously absent in KGM-I. It is necessary to figure out whether this 
original model has any roundabout increasing return either reinforcing or weakening.  

Although the Figure 1a is sufficient for this undertaking, a more detailed presentation be-
low is helpful. At first, I present the all feedback loops containing growth rates of labour pro-
ductivity, employment ratio as well as employment ratio itself. Secondly, I determine the re-
spective loops’ polarity.4 

There are two negative feedback loops for the rate of change of labour productivity:  
loop Number 1 of length 3 – negative: asuua ˆˆˆ →→→→− & ; 

loop Number 2 of length 7 – also negative:  asuuwvvva ˆˆˆˆˆ →→→→→→→→− && .  

Loop No. 2 reveals the presence of roundabout increasing return only while direct scale 
effect is absent. This roundabout increasing return is weakening as it affects negatively the 
origin for itself – the growth rate of employment ratio. This property is, according to (Land-
mann 2004: 34), in striking contrast to reality as “employment and productivity are strongly 
and positively correlated over the business cycle as both variables fluctuate in a robustly pro-
cyclical way.”   

There are three additional negative feedback loops for the rate of change of employment 
ratio: 

loop Number 1 of length 6 – negative: vsuuwvvv ˆˆˆˆ →→→→→→→ −&& ; 

loop Number 2 of length 6 – negative: v
s

uuuwvvv ˆ1ˆˆ →
−

→→→→→→ −&& ; 

                                                 
4 The arrows below are marked explicitly only by the negative sign for negative partial de-
rivatives, while positive partial derivatives are implied by arrows without sign. 
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loop Number 4 of length 9 – also negative:  

v
s

usssuuwvvv ˆ1ˆˆˆ →
−

→→→→→→→→→ −&&& . 

All loops including employment ratio (v), except the loop presented on the Figure 5, are 
already included in the above loops for v̂ .  All these loops are negative.  There is no reinforc-
ing increasing return in KGM-I, because this model implies a trade-off between employment 
and labour productivity.  

 
1.5 The Reality Checks of KGM-I 
 

Taking the US official statistics on NNP and fixed assets in current prices and the number of 
employees for 1948–2002, I have linearized and tested the basic equation (5) of KGM-I em-
pirically by the OLS method. Its probabilistic form results from adding disturbances in the 
equations for growth rates on the right hand side. More complicated probabilistic versions 
outside the scope of this paper would take into account measurement errors as well.   

An equation of a linear regression has the standard form 
ttt ezbby ++= 10  (t  = t0, t0 + 1, t0 + 2,…, t0 + m),   

where ty  is the tth observation of the dependent variable, tz  is the tth observation of the inde-
pendent (explanatory) variable, te  is tth unobserved disturbance term; 0b  and  1b  denote the 
constant term and the regression coefficient to be estimated, m +1 is the number of observa-
tions.  

 
Figure 7 The OLS estimate for linearized equation (5) for growth rates of  

capital-output ratio (shat ≡ σ̂ ) and labour productivity (ahat ≡ â ), the USA, 1970–2000 
   

If the linearized equation (5) were valid, there would be a positive correlation between 
growth rate of labour productivity and that of capital-output ratio as random variables. In fact, 
the correlation coefficient and regression coefficient (the slope) are negative, contrary to the 
postulating by KGM-I (Figure 7). If instead of using 1970–2000, one takes 1949–2002 the 
estimates for the same correlation and regression coefficients are again negative (Table 1).5  
                                                 
5 Searching for parameters’ confidence intervals according to the standard econometric pro-
cedures is meaningless because of enormous specification errors in KGM-I. See a critique of 
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Table 1. The OLS estimations for the linearized equation (5)  

 1949–2002 1970–2000
0b  0.017 0.011 

1b  –0.424 –0.338 
R2 0.470 0.685 
R –0.685 –0.828 

 
In my view, the calculated negative correlation between the growth rates of capital-output 

ratio and labour productivity is spurious. This is brought about by neglect of economies of 
scale (see correction of the equation (5) in Section 2.1 below). 

The next task is to show that the modified KGM-I includes reinforcing positive returns in 
embryo. An alteration of KGM-I allows for reinforcing roundabout increasing return in 
KGM-II in the next section.  

 
1.6 KGM-II (with reinforcing roundabout increasing return) 
 

Now we add the capital intensity as the model explicit variable. The rate of change of labour 
productivity is determined by a Kaldorian technical progress function )ˆˆ( lk −Ω  in the equiva-
lent form:  

).ˆ(ˆ)ˆˆ(ˆ)ˆ(   ),/̂()(ˆ 11 aalkaalka −− Ω−=−−=η=φΩ=ηφ=    (5a) 
The growth rate of capital-output ratio becomes  

alk ˆ/̂ˆ −=σ .           (6a) 
The partial derivative of the growth rate of capital intensity with respect to wage share is 

positive as 

=
∂
σ∂

+
∂
ψφ∂

=
∂

σ+∂
=

∂
∂

uu
u

u
a

u
lk ˆ)]([)ˆˆ(/̂

φ′ )(ψ′ u – )(ψ′ u > 0.  

After these changes, the revised KGM-I becomes KGM-II. This revision produces no ef-
fect on their common intensive form represented by the equations (3), (9) and (10) and on 
non-trivial stationary state defined by the equation (11). 

The Figure 1b shows the structure of the modified KGM-II. It is necessary again at first 
to portray the all feedback loops containing growth rates of labour productivity, employment 
ratio as well as employment ratio itself. Secondly, the respective loops’ polarity is to be de-
termined. 

There are one negative feedback loop and one positive feedback loop for the rate of 
change of labour productivity: 

loop Number 1 of length 3 – negative: alkuua ˆ/̂ˆ →→→→− & ; 
loop Number 2 of length 11 – positive: 

alkuuuwvvvua ˆ/̂ˆˆˆ1ˆˆ →→→→→→→→→
σ
−

→σ→σ→σ→ −− &&& . 

There are three additional negative feedback loops for the rate of change of employment 
ratio: 

                                                                                                                                                        
a widespread mistreatment of specification errors in econometrics in (Blatt 1983: 335–349). 



 12

loop Number 1 of length 6 – negative: vuuuwvvv ˆ1ˆˆ →
σ
−

→→→→→→ −&& ; 

loop Number 2 of length 6 – negative: vlkuuwvvv ˆ/̂ˆˆˆ →→→→→→→ −& ; 
loop Number 3 of length 10 – negative: 

vulkuuwvvv ˆ1ˆ/̂ˆˆ →
σ
−

→σ→σ→σ→→→→→→→ −&&& . 

 
 

 
 

Figure 1b The causal-loop structure of KGM-II 
 

All loops including employment ratio (v), except the loop presented on the Figure 5, are 
already included in the above loops.  

The loop Number 2 of length 11 for v, lk /̂  σ̂  ,â  and the other variables represents the 
only reinforcing roundabout increasing return. Therefore KGM-II includes reinforcing posi-
tive returns to scale in embryo, q.e.d. 

Let us add a structural change – the direct positive scale effect – and trace out its conse-
quences. 
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+ 

+

-
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+
+

+
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2 The hypothetical law (HL) of growth cycle  

 
2.1 Developing the embryonic reinforcing increasing returns 
 

 
The direct positive scale effect (a positive partial derivative of growth rate of labour produc-

tivity with respect to growth rate of employment ratio 0
ˆ
ˆ

>
∂
∂

v
a ) manifests itself in a significant 

positive correlation between the respective random variables (annual growth rates of labour 
productivity and employment ratio): about 0.62 for the USA economy over 1970–2000. This 
empirical finding shows that the trade-off between employment and labour productivity, im-
plied by KGM-I, is refuted in the long-term. Although this trade-off may apparently prevail at 
micro level in many instances, the economy of scale typically dominates at macro level. 

The modified technical progress function is represented by the equation (5b) for â  that 
includes additionally v̂  in the simplest possible way 

vmlka ˆ)/̂(ˆ +Ω= ,          (5b) 

where m > 0. This equation holds the sign of the partial derivative 0
ˆ
ˆ

>
σ∂

∂a  as in the former 

technical progress function (5a) of KGM-II; it also explains the observed spurious negative 
correlation between annual growth rates of capital-output ratio and  labour productivity (Fig-
ure 7, Table 1) as the combined effects of all variables affecting growth rate of labour pro-
ductivity.   

The intensive deterministic form of HL for the system of economic growth, class strug-
gle, induced technical change and increasing returns consists of the equations (3a), (9) and 
(10a) 

σ+ψ−=σ ]ˆ)([ vmu& ,          (3a) 

vuuuxv ]))(()(1[ β−ψφ−ψ+
σ
−

=& ,         (9) 

uvmuvu ]ˆ))(([ −ψφ−ρ+γ−=& .     (10a) 
Adding v̂  does not affect the stationary state:  (11a) ≡ (11). 

 
 
 
2.2 The causal-loop structure of HL 
 

Figure 1c portrays the causal-loop structure of HL. Unlike KGM-I and KGM-II, it contains 
direct increasing return since the growth in employment ratio facilitates the growth in labour 
productivity. 
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Figure 1c The causal-loop structure of HL 

 
The above structural change generates additional positive and negative feedback loops for 

v̂ : 
loop Number 1 of length 5 – positive:   vvlkuuav ˆ/̂ˆˆ →→→→→→ −− & ; 

loop Number 2 of length 5 – positive: vvuav ˆ1ˆˆ →→
σ
−

→σ→σ→→ −− && ; 

loop Number 3 of length 5 – positive:   vvuuuav ˆ1ˆˆ →→
σ
−

→→→→ −− && ; 

loop Number 4 of length 6 – negative: vvvlkuuav ˆ/̂ˆˆ →→→→→→→ −−− && ; 

loop Number 5 of length 6 – negative: vvvuav ˆ1ˆˆ →→→
σ
−

→σ→σ→→ −−− && ; 

loop Number 6 of length 6 – negative:   vvvuuuav ˆ1ˆˆ →→→
σ
−

→→→→ −−− && ; 

loop Number 7 of length 8 – positive:   

vvulkuuav ˆ1/̂ˆˆ →→
σ
−

→σ→σ→→→→→ −− &&& ; 

loop Number 8 of length 9 – negative: 

vvvulkuuav ˆ1/̂ˆˆ →→→
σ
−

→σ→σ→→→→→ −−− &&& . 

The only positive loop Number 9 of length 11 of KGM-II remains in the newly modified 

model:  vualkuuwvvv ˆ1ˆˆ/̂ˆˆ →
σ
−

→σ→σ→σ→→→→→→→→ −− &&& .   
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The system of the equations (3a), (9) and (10a) also represents a competitive-co-operative 
system in the three-dimensional phase space: 

  ∂ f1(σ)/∂ v = 0, ∂ f1(σ)/∂ u = σ
σ

+
ψ′

−+ψ′− )]1)(()([ x
u
umu > 0;         

 ∂ f2(v)/∂ σ = vux 2
1
σ
−

−  < 0, ∂ f2 (v)/∂ u = }1)()]([)({
σ

−ψ′ψφ′−ψ′ xuuu v < 0; 

∂ f3(u)/∂ σ = mx uu
2

1
σ
− > 0 (it is the new non-zero element),   ∂ f3(u)/∂ v = ρu > 0.  

The Figure 8 reports on the additional (in fact, first main) positive feedback loop in this 
latter competitive – co-operative system. The substantial number of reinforcing scale effects 
uncovered may destabilize the stationary growth.  

 
  

 
 

Figure 8 The first main positive loop of the intensive form of HL  
 
When the latter effects are strong enough in HL, the dynamic stationary state is locally 

repelling and bifurcates into closed orbits. Their period is estimated by the equation (31) in 
the Appendix. The Andronov – Hopf bifurcation does take place in the system (3a), (9) and 
(10a) at some positive magnitude of the control parameter m0 > 0 (the equation (26) in Sec-
tion A1.1). 

 

3 A Synthesis of the control law (CL)  

 
In view of the present author, successful macroeconomic policy requires strengthening ele-
ments of feed-forward control over capital accumulation and primary income distribution. 
Feed-forward control, as known, changes variables according to expected future states of the 
economy. 

Rate of profit is the well-known key instrument of business control that does not require 
explanation in this paper. Still an important aspect deserves attention. It is reasonable to add a 
new negative feedback loop (Figure 9), containing only one level variable, namely wage 
share (u), to the structure comprising HL. This additional loop provides stronger grip over the 
profit rate.   

  

Wage
share u+u&

Capitaloutput ratio
σ +  σ& +

(+)

+
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Figure 9 The new negative feedback loop controlling profitability  

via a single level variable (wage share) 
 
The rate of change of wage share becomes negatively dependent on the rate of change of 

capital-output ratio, which is a leading macroeconomic indicator.  In particular, the growing 
capital-output ratio and increasing unemployment in crises are to be compensated by a sub-
stantial reduction in unit labour cost (relative wage). On the other hand, the targeted growth 
rate of profitability has to decline when the real employment ratio approaches the desired 
employment ratio for avoiding over-extending of the controlled economy.  

Assume that the decision-makers (the State officials, owners of capital, labourers) set a 
desirable growth rate of profitability depending on a difference between indicated and current 
employment ratios: 

Π = ),(ˆ
1 21 vXcc

u
u

r
r

−+=σ−
−
−

=
&&

         (17) 

where v < X  is typical for recessions and depressions; it is assumed that 1c = 0 for simplicity. 
For efficient closed loop control, the parameter 2c has to be, of course, positive. 

This employment and profitability targeting brings about the new patterns of primary in-
come distribution whereby the equation (18) determines time derivative of wage share and 
the equation (19) – the rate of change of real wage: 

u& [ ] ),1()(ˆ 2 uvXc −−−σ−=      (18) 

[ ] a
u

uXvcauw ˆ1)(ˆˆˆˆ 2 +
−

−+σ−=+= =
u
a

u
uXvclk

ˆ1)](/̂[ 2 +
−

−+− .   (19) 

On the one hand, a rise in the employment ratio and an increase in the growth rate of la-
bour productivity facilitate the growth rate of real wage. The effect of labour productivity on  
real wage is in agreement with "ability–to–pay" hypothesis: firms are more likely to grant 
wage increases when there are productivity increases.  

On the other hand, an increase in the growth rate of capital intensity impedes the growth 

rate of real wage. Notice that the rate of surplus value (
u

u−1 ) and the indicated employment 

ratio (X) affect the growth rate of the real wage in the equation (19) as well. Due to this com-
bined control the dependence of workers' real wage on productivity is not destabilising con-
trasted to an earlier model of never-ending growth cycles based on KGM-I (Ploeg 1987).  

Wage
share u+ u&  

Growth rate of capital output ratio

- 

Growth rate of
capital intensity

+ 

+ 

(-)
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The equivalent form of the equation (18) transformed by usage of the equation (3a) is the 
equation (10c).  The intensive deterministic form of synthesised control law (CL) is the sys-
tem (3a), (9) and (10c) 

u& = [ ] )1()(ˆ)( 2 uXvcvmu −−++ψ .       (10c) 
At a fixed-point ( σ& , &v , &u ) = 0. 

The Harrod – Domar condition gives the non-trivial stationary state of this system 
) , ,( cccc uvE σ= : 

),/()1( βασσ +−=≡ aaac ux  ,X vc =  

 

,
)0(1

1)0(  1
φ′−

=ψ=≡ −
ac uu 6          (11c) 

where the stationary growth rate of labour productivity is   (0). φ=α≡α ac  Note that  cE is 
different from aE  if  ;ac vX v ≠= a goal of the pro-growth stabilisation policy could be at-
taining  

1 >  .ac vX v >=  
The Figure 1d presents the causal-loop structure of CL. Like KGM-II and HL, CL in-

cludes the growth rate of capital intensity.  The new most important elements are the indi-
cated (desired) employment ratio (X) and targeted growth rate of profitability (Π). 

The system (3a), (9), (10c) represents a competitive-co-operative system in a three-
dimensional phase space:    

  ∂ f1(σ)/∂ v = 0, ∂ f1(σ)/∂ u = σψ′− )(u > 0; 

 ∂ f2(v)/∂ σ = vux 2
1
σ
−

−  < 0, ∂ f2 (v)/∂ u = }1)()]([)({
σ

ψψφψ xuuu −′′−′ v < 0; 

  ∂ f3(u)/∂ σ = 2

2)1(
σ

umx −
− < 0,   ∂ f3(u)/∂ v = )1(2 uc − > 0.   

The all three partial derivatives of wage share differ from the respective ones in the pre-

vious models.  In particular, the negative 
σ∂

∂u& substitutes in CL the positive 
σ∂

∂u& in HL. This 

competitive – co-operative system includes the additional negative feedback loop (Figure 10) 
and substantially modified third loop with alternating polarity (Figure 11). The substitution of 

v
u

∂
∂ & = ρu in KGM-I, KGM-II and CL by 

v
u

∂
∂ & = )1(2 uc − > 0 in CL is also worth of noticing as 

it effects the feedback loops gains. 
 

                                                 
6 The derivative holds the initial property 0)]0(1[ 2

<
φ′′
φ′−

=)(ψ′ cu  as assumed in KGM-I. 
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Figure 1d The causal-loop structure of CL 

 
Figure 10 The additional negative loop of CL 

 
 
 

 
Figure 11 The modified third loop with alternating polarity: 
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The CL contains a greater number of negative feedback loops connecting growth rates of 

employment ratio and labour productivity than HL. Such negative feedback loops weaken the 
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increasing returns. Still there are reinforcing increasing returns as well that enter into the two 
positive feedback loops among the following ones:   

loop Number 1 of length 5 – positive:  vuav ˆ1ˆˆˆ →
σ
−

→σ→σ→σ→→ −− & ; 

loop Number 2 of length 5 – negative: vuuuav ˆ1ˆˆˆ →
σ
−

→→→σ→→ −−− & ; 

loop Number 3 of length 5 – negative:  vlkuuav ˆ/̂ˆˆˆ →→→→σ→→ −−− & ; 

loop Number 4 of length 6 – negative:  vuuuvvv ˆ1ˆ →
σ
−

→→→Π→→→ −−− && ; 

loop Number 5 of length 6 – negative:  vlkuuvvv ˆ/̂ˆ →→→→Π→→→ −−− && ; 
loop Number 6 of length 10 – negative: 

vulkuuvvv ˆ1/̂ˆ →
σ
−

→σ→σ→→→→Π→→→ −−− &&& ; 

loop Number 7 of length 11 – positive: 

vualkuuvvv ˆ1ˆˆ/̂ˆ →
σ
−

→σ→σ→σ→→→→→Π→→→ −−−− &&& . 

The latter loop is similar to the abovementioned positive loop already present in KGM-II 
and in HL. In spite of this similarity these two loops differ from each other because the link 
of the employment ratio and time derivative of wage share is intermediated by the targeted 
growth rate of profitability in CL (Figure 1d) unlike KGM-I, KGM-II and HL that do not 
have this variable. The loop No. 7 is accompanied by the loop No. 1 that is similar to the 
positive loop No. 2 in HL.  

For strong enough direct scale effect (i.e., for m substantially higher than the bifurcation  
magnitude m0 > 0  in HL),  CL implies positive correlation between the growth rates of em-
ployment ratio and labour productivity as well as spurious negative correlation between 
growth rates of capital-output ratio and labour productivity. This reader finds above the em-
pirical support for these theoretical implications (Sections 2.1 and 1.5). 

All loops including employment ratio (v), except the loop presented on the Figure 5, are 
included in the above loops.  There are direct and reinforcing roundabout increasing returns 
in HL, unlike KGM-I. Now, due to employment and profitability targeting, the strong direct 
scale effect favours pro-growth stabilization policy (cf. Ryzhenkov 2000: 103; 2006: 36–38).  

The proposed closed-loop control would be destabilizing if the direct scale effect were 
substantially negative. Then the dynamic stationary state is locally repelling and bifurcates 
into closed orbits. Their period is estimated by the equation (38) in the Appendix. The An-
dronov – Hopf bifurcation does take place in the system (3a), (9) and (10c) at some negative 
magnitude of the control parameter m0 < 0 (the equation (37) in Section A2.2). 

 
Conclusion 

 
Economic systems are highly complex control systems. Complexity results mainly from high 
interrelatedness of basic elements, non-linearity and delays (Milling 2001). A feedback loop 
constitutes the central building block in these complex systems.  

This paper touches upon some unsettled essential issues, especially concerning the notion 
of increasing return (economy of scale), that have an indisputable practical importance. In 
this kind of problem solving a formalized   decision   support   can   successfully   be   ap-
plied. To emphasize the top executive perspective of macroeconomic control, the term Policy 
Support System (PSS) is pertinent (Milling 1990). PSS is concerned with the provision of 
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computer assistance beyond the classical areas of programmed decision-making. PSS serves 
to understand better objectives and to improve decision-making.  

This paper demonstrates that the Kennedy – Goodwin macroeconomic model of growth 
cycles with induced technical change contains only weakening roundabout increasing returns 
that explains the local asymptotical stability of the stationary state. This model is changed to 
allow for direct increasing return to scale, whereby the growth rate of employment ratio posi-
tively influences the growth rate of labour productivity.  If the latter effect is strong enough, 
the dynamic stationary state is locally repelling and bifurcates into closed orbits. Their period 
is estimated.  

This paper supposes a closed loop control that stabilizes the oscillatory dynamics of the 
main macroeconomic variables, sustaining total profit and employment under direct and rein-
forcing roundabout increasing returns. It is proved that the supposed policy would be destabi-
lizing if the direct scale effect were powerfully negative that is not correct empirically.  

The application and further development of the control law (CL) maintained by PSS is 
helpful for conceiving a more efficient policy of primarily income distribution that stabilizes 
the oscillatory dynamics of the main macroeconomic variables, maintaining profitability and 
employment.   

The global analysis of the above models requires substantial additional efforts beyond the 
scope of this paper. Further research will deepen understanding of capital accumulation under 
increasing returns.  
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APPENDIX 

 
A1 The local analysis of the hypothetic law (HL)  

 
A1.1 Asymptotic stability of the stationary state 

 
PROPOSITION 1. 
The dynamics of the system (3a), (9), (10a) in the neighbourhood of its stationary state (11a)  
are Poincaré (locally) stable provided that the  inequality (C-3m) holds and is unstable other-
wise.  
Proof.  

The Jacoby matrix evaluated at the  stationary state (11a)  for the system (3a), (9) and 
(10a) in a simpler form is 
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Ja = 
  
 

                    , (15a) 
 
 

 

 

where the stationary growth rate of net output 
a

auxd
σ
−

=
1  > 0, 01)0( <

−
=φ′

a

a
u

u .  

The characteristic polynomial equals now  
 λ

3 + a2(m)λ
2 + a1(m)λ + a0(m)  = 0,         (16-m) 

where the coefficients are functions of the parameter m.  
The Routh – Hourwitz necessary and sufficient conditions for the local stability are  

0)(0 >ma ,               (C-1m) 
0)(1 >ma ,                (C-2m)  

)()()( 021 mamama > ,              (C-3m)  
similar to the conditions (C-1), (C-2) and (C-3) in the case of KGM-I (Section 1.3).  These 
requirements confine the region S ⊂  R such that for m ∈S the stationary state Ea of the sys-
tem (3a), (9) and (10a) is locally asymptotically stable.  

Find the explicit expressions for the parameters of the characteristic polynomial (16-m):  
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This inequality does not depend on m and x: ,00 =
∂
∂

m
a  .00 =

∂
∂

x
a  So the condition (C-1m) is 

satisfied.     
Consider the function 
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It is decreasing linear function of m independent of x: 
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We see the condition (C-2m) is valid for m ) ,( 1m−∞∈ , where 1m is determined by (22). 
Before establishing explicit requirements of the remaining condition (C-3m), we investigate 
properties of the function 
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and )(2 ma < 0 for  m > 2m . 
The necessary requirement for (C-3m) being true is m ) ,( 2m−∞∈ , where 2m is deter-

mined by (24). This requirement is not sufficient. Indeed, take a closer look at the equation 
(25) that defines the function  
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Lemma 1. The function a(m) > 0 for for m ]0 ,(−∞∈ .  
Proof. Both a1(m)  and  a2(m) are positive and declining linear functions of m. Keep in 

mind that 00 =
∂
∂

m
a (for  any m); 01 <

∂
∂

m
a , )(1 ma > 0 and 02 <

∂
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m
a , )(2 ma > 0 for  m ≤ 0,  so 
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1 )()()()()(  = 00)()()()( 2
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∂

∂
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m
mamama

m
ma (for  m 

≤ 0). Moreover, a(0) > 0 as in KGM-I. Therefore  a(m) > 0 for m ]0 ,(−∞∈ .7  
Lemma 2. The conjugate roots of the quadratic equation a(m) = 0 are m0 ∈  (0, min(m1, m2)) 

and m3 > max(m1, m2) > 0. Therefore the four critical magnitudes of this control parameter are 

such that 0 < m0  < min(m1, m2) < max(m1, m2) < m3. 

Proof.  

Recall the continuous function a(m) is a polynomial of the second degree. Consider this 
function on a segment [0, max(m1, m2)]. 

I. Let m1
 ≤ m2. Consider the function a(m) on the segment [0, m1]. The function a(m) has 

magnitudes of opposite sign at the ends of this segment: a(0) > 0 as proved for KGM-I (Shah, 
Desai 1981); a(m1) = 00 <− a  as a1(m1) = 0. Therefore according to the well-known theorem 
on a function φ(c) that is continuous on a segment  [a, b] and φ(a)φ(b) < 0, ∃ at least one 
point c (a < c < b) such, that φ(c) = 0. So there exists at least one m (0 < m0 < m1) such that 
a(m0) = 0. As the function a(m) is declining monotonically on the segment [0, m1] there is  no 
other solution. So there ∃ only one solution m0

 (0 < m0 < m1) such that a(m0) = 0.  

II. Let m1
 ≤ m2. Consider the function a(m) on the segment [0, m2]. The function a(m) has 

magnitudes of opposite sign at the ends of this segment: a(0) > 0; a(m2) = 00 <− a  as a2(m2) 
= 0. Therefore according to the same theorem on a function φ(c) that is continuous on a seg-
ment  [a, b] and φ(a)φ(b) < 0, ∃ at least one point c (a < c < b) such, that φ(c) = 0. So there 
exists at least one m (0 < m < m2) such that a(m) = 0. As this function is declining monotoni-
cally on the segment [0, m2] there could be no more solutions. So ∃ only one solution m*

 (0 < 
m* < m2) such that a(m*) = 0.  

It follows from I and II that m0 = m*. 

III. Let m1
 > m2. Than the same considerations lead to the conclusion that the only solu-

tion of a(m) = 0 is  m0 ∈  (0, min(m1, m2)).  

Thus the only solution for a(m) = 0 is m0 such that  0 < m0 < min(m1, m2). The conjugate 
root of the quadratic equation a(m) = 0 is either m3 = m0 or m3 > max(m1, m2) > 0. In the latter 
                                                 
7 Thus the Andronov – Hopf bifurcation is impossible for non-positive m. 
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case, a1(m3) < 0  and a2(m3) < 0 , therefore the stationary state is not stable, but the Andronov 
– Hopf bifurcation theorem is not applicable for this case.  

Now we will prove that the case m3 = m0 is excluded. Let  

a1(m) = e – bm,  

a2(m)  = c – hm,  

then  

a1(m)a2(m) – a0 = (e – bm)(c – hm) – a0 = 0,  

where b = 
m
a

∂
∂

− 1 > 0, h = 
m
a

∂
∂

− 2  > 0, a0 > 0, 

or 

bhm2 – (bc + eh)m + ce – a0 = 0. 

This quadratic equation has the solution(s) 

 
bh

acebhehbcehbc
m

2
)(4)( 0

2

3,0
−−+±+

=  
bh

bhaehbcehbc
2

4)( 0
2 +−±+

= . (26) 

For 30 mm = both the non-negative terms inside the square root must equal 

zero   ,0)( 2 =− debc  .04 0 =bda  The latter is not possible as b > 0, h > 0, .00 >a  This ex-
cludes m3 = m0. Finally, 0 < m0 < min(m1, m2), m3 > max(m1, m2) > 0; a(m) > 0 for m 

) ,0[ 0m∈ , where 0m is determined by (26). Thus the stationary state Ea is stable for  m < m0. 
The inequality (C-3m) turns into equality  a(m) = 0 when m  = m0, then  Ea is not stable. The 
proof of the Proposition 1 is finished.8 
  

A1.2 The Andronov – Hopf bifurcation in HL 
 
The Hopf theorem is a tool for establishing the existence of closed orbits. In this study of the 
cyclical motion I choose m (see the equation (5b)) as a bifurcation (control) parameter.  

Consider the stationary state of the system (3a), (9) and (10a) as dependent on the control 
parameter m: 
    &x  = 0 = f(x, m).        (27) 
The determinant of the Jacoby matrix (Ja) differs from zero in our case for any possible equi-
librium (x, m) as a0 > 0 (independently of m).  The implicit function theorem ensures that for 
every m in a neighbourhood Br(m0) ∈ R of the parameter value m0 there exists a unique equi-
librium xa.  Changes of  m do not  affect sa, va and ua.  

We assume the following properties are satisfied: 
(a) the components of the function f(x, m), corresponding to the system (3a), (9) and (10a),  
are analytic (i.e. given by power series); 
(b) the Jacobian Ja (14) has a pair of pure imaginary eigenvalues and no other eigenvalues  
with zero real parts (in this case λ1  = − a2(m0) = < 0); 

                                                 
8 Notice the above critical magnitudes of the bifurcation parameter m does not depend on 

the capitalists investment ratio x (0 < x ≤ 1) as ,1a  2a and 0a  are independent of this ratio. 
Still this ratio is a factor of the stationary capital-output ratio sa. 
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(c) the derivative 
dm

md ))((Re 3,2λ
 > 0 for m  = m0 (it is the transversality condition); 

(d) the stationary state Ea is asymptotically stable (for m < m0). 
Then, according to the Hopf theorem, there exists some periodic solution bifurcating from 
xa(m0) at m  = m0 and the period of fluctuations is about 2π/β0 (β0  = λ2,3(m0)/i). If a closed 
orbit is an attractor, it is usually called a limit cycle. 

The characteristic polynomial for m = m0 is 
 λ3 + a2λ

2 + a1λ + a1a2 = λ2(λ + a2) + a1(λ +  a2) = 

 (λ + a2)(λ
2 + a1) = 0.          (28) 

It has the following roots: 
λ

1  = − a2 = < 0 ;                 (29) 

13,2 ai±=λ .          (30) 
What remains is proving the transversality condition. The general formula   
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 has been derived in the paper (Ryzhenkov 2004: 

170–172). Recall that both )( 01 ma > 0 and )( 02 ma > 0; at m = m0  it is true that  00 =
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− } < 0. Thus we have the ratio that is also 

positive at m = m0: 0
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, q.e.d.9   

The period of oscillations near  Ea is about )(/2 01 maπ  (years). It depends on  m  = m0.10 
The period of the cycle is approximately 
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9 The Andronov – Hopf bifurcation does not take place at m3, because Ea is not stable for 
a1(m3) < 0 and  a2(m3) < 0. 
 
10 In the original Goodwin model all profits are invested (x = 1) and the capital-output ratio is 
an exogenously given constant (σ = const >1). So a period of fluctuations near the stationary 
state (ve, ue) is about 2π/(σ–1ρveue)1/2 years, where ue

 
= 1 – σ(α + β), ve = (α + γ)/ρ. In a more 

general version of this model the positive investment ratio does not exceeds 1 (0 < x ≤ 1). 
Then ue

 
= 1 – σ(α + β)/x, ve = (α + γ)/ρ,   a period is about  2π/(σ–1ρxveue)1/2 years, respec-

tively.  
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 = –{ a
a

a
a v

u
duu )

1
)((

−
−′ψ ρ , since 0)( muaψ′− d is close to zero. This approximation does 

not depend on m.  
The period of the growth cycle near the stationary state is the shorter, the higher are the em-

ployment ratio and workers bargaining power, relative wage, the steeper is the slope of the 
mechanization (automation function) with respect to the relative wage; this period is the longer, 
the higher is the capital-output ratio. It is independent of the capitalists investment ratio x (0 < 
x ≤ 1). 

We have proved that the Andronov – Hopf bifurcation does take place in the system (3a), 
(9) and (10a) at m = m0. The Hopf theorem establishes only the existence of closed orbits in a 
neighbourhood of xa at m0, still it does not clarify the stability of orbits, which may arise on 
either side of m0.11 Without detailed knowledge of the specific functional form of the techni-
cal progress function, it cannot be determined whether a supercritical or sub-critical bifurca-
tion occurs. A further increase of the parameter m is destabilizing in this model. If the direct 
positive returns to scale are strong enough, the economy experiences escalating class conflict. 
Next section demonstrates that this in not inevitable. 

 
A2 The local analysis of the control law (CL)  

 
A2.1 Asymptotic stability of the stationary state 

 
PROPOSITION 2. The dynamics of  CL – the system (3a), (9), (10c) – in the neighbourhood 
of its stationary state (11a)  are Poincaré (locally) stable provided that the  inequality (36) 
holds and is unstable otherwise. 

Proof. The Jacoby matrix for the stationary state for the system (3a), (9) and (10c) is:  
 
Jc =  

           
   . (32) 
 
 
 

Now the parameters of the characteristic polynomial (16-m) are 
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= )1(2 auc −− dX )( auψ′ = const > 0,        (33) 
it does not depend on m and x as in HL; 

)( 1133311332231 JJJJJJa −+−= =  3223JJ−  

                                                 
11 A particular closed orbit as well as frequency and amplitude of fluctuations along this 
closed orbit may depend on an initial point x0. A closed orbit may even cross the upper eco-
nomic limits of v and u in the phase space in this model. 
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it does not depend on x as in HL, still it does not depend on m unlike HL; 
 )()( 33112 JJma +−=  

      = – {md + )1)](1)(()([ a
aa

a
a ux

u
umu −−

′
+′

σ
ψψ }  

      = – )1]()()([ a
a

a
a u

u
umu −

ψ′
+ψ′  

            = )1)(1)(( a
a

a u
u
mu −+ψ′− ,13       (35) 

it does not depend on x and it depends on m as in HL.  This function has non-positive values 
)0)(( 2 ≤ma for magnitudes of the control parameter that are lower than the first critical mag-

nitude: m ≤ aum −=2 . If 0)(2 ≤ma  for m ∈  ( ], 2m∞− , where –1 > aum −=2 < 0, the station-
ary state Ec is not stable.  

Proposition 2 is true so long as the inequality (36), the special case of the inequality (C-
3m), holds: 
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We get a simpler form of the inequality (36) after eliminating common non-zero terms on 
the left on the right sides: 
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Corollary 1. The dynamics of  the system (3a), (9), (10c) in the neighbourhood of its sta-
tionary state Ec ≡  Ea given by (11a)  are Poincaré (locally) stable for m ≥ 0.  

 
 
 

 
                                                 
12 As md2 = )1(1
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Proof. 
According to (35), 0)(2 >ma . The multipliers on the left side of (36a) are 

a

a
a u

uud −
ψ′−

1)( > d > 0, 0)1)(( <+ψ′
a

a u
mu  and their product is negative, i.e. lower than the 

positive stationary growth rate of net output on the right side. So the stationary state Ec is as-
ymptotically stable for m ≥ 0, q.e.d.  

 The closed loop control over profitability and employment ratio enables to replace per-
petual growth cycles, that take place in the system (3a), (9) and (10a) for m ≥ m0, by damped 
growth cycles or by a smooth asymptotical transition to the stationary state Ec.  

Corollary 2. The stronger the direct scale effect (m > 0), typically the faster is asymptoti-
cal convergence to the stationary state Ec in vicinity of this state.  

Proof. 
As the stationary state Ec is asymptotically stable all three roots of the characteristic equa-

tion has negative real parts  Re(λ1) < 0, Re(λ2) < 0,  Re(λ3) < 0; the sum total of these roots 

equals the trace of the Jacoby matrix  λ1 + λ2 + λ3 = − a2(m) = )1)(1)(( a
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a u
u
mu −+ψ′ < 0,  that 

has the negative derivative   
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ψ′ 1)( < 0.    

Due to these properties,  increases in m bring about decreases in the sum total of the three 
roots of the characteristic equation that typically facilitates the asymptotical convergence to 
the stationary state Ec, q.e.d.  

But unlike KGM-II, now destabilizing are negative values of the control parameter m if 
these values are sufficiently large absolutely. There is a violation of the condition (C-3m) at 
the first critical magnitude of the control parameter aum −=2  since .0)( 22 =ma   

 
A2.2 The Andronov – Hopf bifurcation in CL  
 

Lemma 3. The stationary state Ec loses its stability at a higher magnitude of the control pa-
rameter than –1 < aum −=2 < 0. It happens when the inequality (16-3m) terns into equality.  

Proof. 
Let this third local stability requirement turns into equality: 
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It does not depend on x as in HL. 
Take into account inequalities (34), (35) and (36a).  The linear function a(m) = 

021 )( amaa − is continuous on the segment [ ]0 ,2m  and changes signs at the segment ends: 
0)( >ma for  m = 0 and 0)( 0 <−= ama  for m = aum −=2 hence .0 0 aum −>>  

Checking the transversality condition will  complete the proof of the Andronov – Hopf bi-
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The period of cycle for the closed orbits near Ec is about 1/2 aπ or 
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uud
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It depends neither on m0 nor on x.   
This period of the growth cycle near the stationary state is the shorter, the higher are 

growth rate of net output, the employment ratio and the control parameter c2 > 0, the steeper 
is the slope of the mechanization (automation function) with respect to the relative wage. 
This period is the longer, the higher is the relative wage. It is independent of the stationary 
capital-output ratio, unlike the period of growth cycle in HL. Growth cycle of the latter type 
for CL is not realistic since it assumes sufficiently large direct negative return to scale con-
trary to reality. 

 
 
 

                                                 
14 There must be negative sign unlike the transversality condition in HL, as bifurcation is for m 
declining from 0 to 0m < 0. 


