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Abstract 

This paper presents the use of opt i mi sat ion as a too 1 for po 1 icy analysis 
and design in system dyn6mics models and presents a demonstration of its 
use on the 'project model' developed by G. P. Richardson and A. L. Pugh Ill 
in their book "Introduction to System Dyn6mics Modelling with DYNAMO". 
The use of opt'imisation to design parameters, table functions 6nd new 
model structure is shown to produce 6 very significantly improved 
perf ormence for this mode 1 comp6red to convention a I approaches. 

INTRODUCTION 

The purpose of this peper is to present e case study to demonstrate the 
merits of using optimisation for the purpose of policy design in system 
dyMmics models. 

Treditionelly, system dynemics hes relied very extensively on the use of 
intuition tmd experience by system owners and analysts to help design 
policies for improving system behaviour over time. This situation is now 
changing and much effort is being expounded in the deve 1 opment of po 1 icy 
design methods. Basically, two schools of thought ere emerging. The first 
of these concerns the applicfltion of control theoretic methods such es 
eigenvalue 6nalysis, linear control tt1eory, Routh st6bility criterion, model . 
control theory and optional contr-ol theory. (Sharma ( 1985), Mohap6tro and 
Sh6rma ( 1985). These t!ppr-oaches can be powerful but do required e level 
of assumption and 6n6l yt ice 1 abi 1 i ty out of keeping with the ori gi n61 aims 
of system dynamics, which was to facilitate the exploration of systems by 
es wide f! range of practitioners as possi b 1 e. Intensive use of these 
methods is not anticipated until computer software is developed to 
improve their eese of application. 
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H1e secon,j maJor aproac1·1 to policl~ design which has emet·ge,j in t·ecent 
qeat·::: i~: that of simulation by optimisation (l<eloharJu ( 1963), Gustafson 
,;nd w'i echo\·vski ( 1966)). T11i s approach a 1 so relies fun1jernentall!d on 
computet· soft'Nare but is not inllibiting in it's ,jependence on sopl-listicate,j 
anal1~tical techniques. The software to be described an,j applie,j fot· 
optimisation in trlis paper was originalli,J developed in the late 1970's as 
an appendaqe to DVSMAP (DI.jnamic Simulation Model Application 
Prograrnme) ·- (Cavana and Coyle -.1982) and known as DVSI10D (DI~nami c 
Simulation t1odel Optimi:3er and Developer). Hlis software is currently 
under further development b1~ Bradfonj aM Salford Universities in IJ1e 
Unite,j Kingdom and will be releesed shortl1~ fiS a specific version of the 
t·edeveloped and restructured DVSMAP2. 

The DYSMOD Optimiser 

Although the concept of optimisation is not new in system dynamics, the 
DYSMOD approilCI'I to model ,jevelopment end analysis provides a new 
dimension to system dynamics. The soft'Nare uses a hill climbing routine 
to heuristically determine the optimum 'll'llues for- l'lny number of model 
parometers relotive to predefined obJective functions or performance 
measures. Essentially, the method assumes a system dynamics model as IJ 

starting point. However, experience t1ses might formulate their models 
somewhat unconventionelly to give the softwet·e ml'lxirnum scope to e~ssist 
with the task of model development. 

Optimisation in parameter space is achieved by interleafing simulation 
and optimisation. One iteration of the procedure consists, firstly, of il 
DVSMAP simulation run, in which the value of the objective function is 
recorded, and secondly in· e run of the optimiser to choose perometer 
values which might improve the obJective function. Subsequent iteriJtions 
consist of rerunning DYSMAP to test out the resiJltant improvement in the 
obJective function under the new perameters and further refinement of 
them by optimisotion. Any one experiment with the software might tl'lke a 
100 or more iter~;Jtions. This procedure presents few problems, howevet-, 
given efficient software and the current downwerd trend in computer 
hordware costs. 

One of the more basic end but perhaps more trivial uses of such l'ln 
optimisation technique (which is often wrongly considered es it's only 
use) is in fitting models to past deto. Whilst the method has l'ln important 
role in the area of validation, it's much more influential role is in 
parameter and teble function policy design end, less obviously, in 
structural policy design. The latter is achieved by combining elternative 
policy equations using pseudo perameters to achieve 'mixed' rather than 
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'pure· policy analysis. Further, by combining reel and pseudo peremeters in 
en experiment, peremeter end structurel policy design can be cerrried out 
simulteneously end in a process which subsumes sensitivity enelysis. In 
convent i onel system dynemi cs prect ice these ect i viti es must be cerri ed 
out separately end sequentiBlly end in e very limited way. In optimisation 
the model structure cen be considered as B continuum end the process 
considered as one of choosing or synthesising a fintll model from en 
i nfi ni te number of possi b 1 e mode 1 s, comprised of a 11 the parameter end 
structural permutations offered (tl vewiety set). 

In 1 erge scel e mode 1 s the po 1 icy design process is further· f aci 1 i tated in 
DI'SMOD by the use of a bese vector convention simi 1 er to those used 
e 1 sewhere; for exemp 1 e in the simp 1 ex a 1 gori thms of methemat ice 1 
progrtlmming. Thtlt is, only e limited number of peremeters ere considered 
'free· or in the base at any time; but thet the cendidate paremeters for the 
bese can be chenged es optimisetion proceeds. Other sophisticetions 
evailable, but outside the scope of this writing ere the concepts of model 
simplification (thet is, the driving of psuedo perameter variables to zero 
to eliminate model structure) and optimistltion over· variable time 
horizons within the simulation. 

Figure 1 gives an overview of the str·ucture of, and interactive imputs to 
D'ISMOD. During optimisation/simulation only the fintll values of 
perameters and objective functions ere printed. Tt1e rerun facility tlllows 
the final 'model' to be run conventionally to examine otr1er model varitlbles 
end tt1eir betw1iour over tirne. Subsequently, further optimisation can be 
undertaken with revised panirnters, objective functions, numbers of 
iterations, etc. 

1. A SP-ecimen ~1odel. Optimisation as a polic1~ design tool is best 
,jernonst.r-ated by using a s1~stem ,jynarnics model as its starting point. In 
onjer to avoid the d~votion of time and space here to introducing a new 
model it YYas deci,jed to c:l',oose a 'Nell known model a::: a candidate for 
optimi:3,'ltion. The rnodel chosen for- u-,is pw·pose 'Nos the excellent 
'pr-oject rnodel' (Ric.t·,,"Jnjson and Pugh ( 1981 )), originally developed to 
e~<Pl·'lln tt'1e proces:o of appl,~ing system dynarrlics ar·pj to ,jernonstrate the 
power· oi u-,e r·nett'1c"j for- e:•,plor·ing the rner·its of alterT,ative system 
openiting poicie:3. It st-,ould t'e ~:tr·essed tt:at H1is u-,oice is not in any WtlY 
rneant to ir·nply cnticisrr' of tt:e policy ,jesign method used· by Ric:l',ardson 
''mel F'U'Jh. I n,jee,j the opposi I.e is the case and the 'Nor·k here st1oul d be seen 
e::: ;j Y·idl~ of e::ter·pjjn,J tt'1e anal,~si~: pru· ... •i,jed bl~ these auttwr·s. 



392 THE 1986 INTERNATIONAL CONFERENCE OF THE SYSTEM DINAMICS SOCIETY. SEVILLA, OCTOBER, 1986 

(COMPILATION l 
... 

OBJECTIVE FUNCTION 
MAXIMISE OR MINIMISE? 
PARAMETER RANGES? 
LENGTH OF SIMULATION? 

T..o' 
r~. 

NUMBER OF ITERATIONS? 
SIZE OF STEP? 
NUMBER OF OUTPUT LINES? 

(BASE VECTOR HANDLING?)--

{SIMPLFIER? 

(PLANNING HORIZON?"' 

... --... 
(riME IPi CREMENT?) 

.. ... ... ... 
(OPTIMISATION 1 
l!SIMULATION 

.. 
1 ... 

.. I, DYSMAP J 
1 ... 

RERUN MODE 

--{CHANGE CHANGE· 

END 
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The purpose of the 'project model' was to explore the evolution over time 
of a project involving a set of tasks. The basic version of the model 
focused on factors affecting project overruns, and subsequent 
developments dealt with the introduction of more realism into the model 
(for example disaggregoting the workforce) and in examining the redesign 
of peremeter and structure! based polices for control of the project. 
Performence meesures of totel project time end labour costs were 
introduced os e basis by which to compere altern!ltive policies. 

An influence diagram of the model tailored to this presentetion is given in 
Figure 2 find e full listing of the model, including edditional equations for 
the purpose of optimisetion, is provided in Appendix I. Figure 2 is 
somewhat self explenotory end no further discussion of the existing model 
will be given here. lnsteed, the opt i mi sat ion modi fi cations to the mode 1 
will be described together with some policy experiments and results for 
comparison with those achieved on the besic model. Comments will elso 
be mode on these results where they provide evidence of the general 
insights which con be gain from the optimisation procedures. 

2. Amendments to the Model. It will be seen from Appendix I that a 
supp 1 ementery set of equet ions are introduced into the mode 1 (1 i nes 98 ~ 
111). Since the optimisetion process consists of many simuletion runs, it 
is firstly very necessery to heve precisely celculeted perforrnance 
meesures rether th!ln to rely on extrecting such information from output 
grephs. AUX 1, ..... , AUX4 therefore store for later calculation the exact 
time of project completion and variables AUXC 1 end AUC2 register the 
totel cost from the project. Secondly, it is necessary to define 6 suitable 
objective function. In the case of the project mode 1 an eppopri ete meesure 
is the trede off between the cost end tt1e completion time for the project 
as given by the equeti on for OBJ 1. 

It is steted by Richerdson end Pugh that (for such projects of the type 
described in the model); "whether or not e policy is on improvement 
depends on how one weighs the edditional cost egeinst the seving in 
completion time. A system dynemics model does not set or eveluete the 
cr-iteri e for improved system behaviour .... peop 1 e meke the vel ue 
judgements." However, in optimisetion it is perfectly feesible to explore 
such judgements in the model. It will be seen thet the equetion for OBJ 1 
incorporates e parameter '.¥EIGHT to echieve this. Verying WEIGHT 
between model experiments ellows the strength of the trede-off between 
cost end time to be investigated. AUX5 in the equetion for OBJ 1 is 
included in order to penelise eerly completion end avoid trival results. 

(EqlHltions 1 05; 106, 107 and 110 given in Appendix I facilitate global 
sensitivity anelysis and tJre not used in the experiments described here.) 
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3. Direct Parameter Policy Desig!l Rlcherd:.on an,j Puqt1 ,jeT!Ire,j '.or·r~e 

par·arneters V'irri ct·r wer·e used in tl1ei r parerneter t":J::;e,j pol i CI:J ,je::;HJn 
exper-iments. Tilese (lt"e listed in Table I (end t·rl,~hli,~J·rte,j on Fi,~ure 2) 
toget11er· with t11e values allocated to U"1em by Ric:l"ranjson arnj Pr_l,~J-, in u·relr 
t1ase model run. This table also :3ets r·arn~es ior Hre::;e '·lar·iat,le::; ··,'!'i"ii•::J·, 
were use,j in tr1e optirnisetion e~<per·irnent::;_ The conventional appro,:Jcf·, oi 
system ,jynamics is to varr:J these panlt-nter·::; eitner one a a tirne or· in 
corntlination to establisl1 their effect. Ex,:Jrrrple::; of the co•r·lention,:J! 
results obtai ne,j t'y Ric:l"lar·d::;on and Pugt·r ior pr-o_i ect co::;t at"r,j t.i n·,~ .:Jre 
st10wn in Table 2. Run I on tatde 2 r·epr·esents U"re r·esults fr·orrr U"re t1ase 
run of tr1eir model arnj the secornj line represents tJ1e effect oi a ne'N 
perarneter set. Line:3 3 - 8 in Tat,le 2 gi\1e r·e::;uJts fr·orrr th~ optirrlisation 
e)(perirnents. In each line the ot,jective function weqht 'No::; char·,,~e,j and 
the parameter· values given ar·e ttwse c:l"rosen tii:J tJre optimisation soft.Yvare 

Table I. Par-ameters Definc,j for Pararneter· PoliqyDe::;ign E~<perirrrents. 

TPPROD Time to Percieve Progress 
V-lFAf Vv'orkforce A,j_iustrnent Time 
SAT Scl1edule Adrnustrnent Time 
ASMT v,,.or·kforce Assimilation Time 

'v'e l ue used by 
R and P Base 
11cnje l r·un 
J:weeksl 

6 
3 
6 
6 

Range set for· 
Optimisation 
Exper·i ments 
fweeksl 

3- 6 
I - I 0 
I - I 0 
I - I 0 

Teble 2 Results of Conventional and Optimisation Experiments for 
Parameter Po 1 icy Design. 

RUN WEIGHT ASMT SAT WFAT TPPROD TIME COST 

Richarson) I 6 6 3 6 61.500 6.247E+6 
and Pugh ) 2 3 4 2 3 60.250 5.861 E+6 

3 0.50 1.0 3.673 1.008 4.893 52.750 5.4898+6 
4 0.60 1.0 1.792 1.032 6.000 53.250 5.398E+6 

Optimiser) 5 065 LO 5.249 1.005 6.000 52.750 5.578E+6 
) 6 0.70 1.0 4.951 1.001 6.000 52.750 5.567E+6 
) 7 0.80 1.0 4.951 1.001 6.000 52.750 5.567E+6 
) 8 1.10 1.0 4.950 1.000 3.270 52.50 5.659E+6 
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Some interesting f ectors emerge from these results. First 1 y, the 
optimiser results indicate that it is possible to reduce both project time 
emd cost significantly from the base run; and from the position reached by 
the i ndi vi dual parameter changes suggested by Richard son and Pugh, by 
manipulating the four basic parameters. Secondly, time and cost do not 
appear to be sensitive to the va 1 ue of the weight et teched to these f ectors 
in the objective function. Thirdly, thet the approximete same time end 
cost cen be echi eved by many different permutet ions of the peremeters. 
This result might be considered to contribute to the proof of the view that 
there is no generally right combination. of paremeters for a model, which 
is often claimed in conventionel simuletion. 

It should a 1 so be noted here that WFAT and ASMT ere chosen to be smell. 
The .former implies that workforce imbelences should be elimineted es 
quickly as possible and the latter thet the workforce should be 
assimilated as quickly as possible. This may of course incur additional 
training costs and high 1 i ghts the need for this factor to be inc 1 uded in the 
mode 1. In fact, it is interesting to reflect that such 1 ow vel ues of these 
paremeters might never have been tested out in convent i onel system 
dynemics policy analysis, since conventional wisdom would heve expected 
instabilities to have been creeted. Conversely, the results imply thet the 
scheduled adjustment time (SAT) end the time to percieve progress 
(TPPROD) need not be low. 

Finally, it should be noted that identictll results ere obttlined with weights 
of 6.7 end 6.8. This results implies thet model beheviour is not 
necessarily elways a function of policies end that whet is really 
i mportemt in system dynemi cs is the point el ong eech continuous 
parameter trajectory at which behaviour does change. 

4. Teble Function Policy Desig!1 As an alternative to changing specific 
parameters in the model, policy design cen elso be cerried out by varying 
teble functions. Three of the teble functions suggested by Richardson and 
Pugh for this purpose are given in Tab 1 e 3. These ore a 1 so high 1 i ghted in 
Figure 2. Teble 3 defines each of these functions ond gives the ranges of 

·the tables used in the optimisotion experiments. In each case the first 
boundary given is thot used in the bose run of the mode 1 by Ri chords on and 
Pugh. 

Run 1 in Table 4 shows an exemple of the results obttlined by Richardson 
find Pugh from changing TWCWF alone re 1 et i ve to the base mode 1 run end 
setting this at the tllternati·o~e boundary defined in Table 3. Runs 2, 3 end 4 
in Table 4 show the ·results from optimisotion when the previous 
perometers, p 1 us eoch tob 1 e function in turn, are chosen by the soft ware. 
Run 5 allows a pair of table functions to change together. All optimisetion 
experiments were carried out a weight value of 0.6. 
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Table Range Set for Optimisation 
-- Experiments 

TTDRW Table for time to detect rework boundary I 12/12/12/10/5/0 .5 
boundary II 6/6/6/5/3/0.4 

TWCWF Table for willingness to change boundary I 0/0/0/.1/,3/.7/.9/1 
workforce boundary II 0/0/,1/,9/1/1/1/1 

TNFSAT Table for normal fraction boundary I ,5/,55/.63/.75/,9/1 
satisfactory boundary II ,6/,63/.7/.8/,92/1 

TABLE 3. Table function defined for Policy Design Experiments. 

--
RUN ASSr~T SAT \vFAT TPPROD TABLE FUNCTIONS COSTC$) 

Richard 
son and 1 6 6.000 3.000 6.000 TWCWF 0/0/,1/.9/1/1/1/1 E.5076E+6 
Pugh 

( 2 1 5.500 1.000 3.018 TTDRW 6,9/8.3/6,2/5,0/5/,5 5.1951[+6 
0Pti- ( 3 1 LJ.240 1.0511 6.000 THC\'IF 0/0/,1/,8/,8/1,0/, 9 5.566E+6 
miser ( 4 1 4.946 1. 000 6.000 TNFSAT .6/,6/,7/,8/,5 5.052E+6 

( 5 1 7.418 1. 001 6.000 TTDRv/ 12/12/5/12/10/5/. 5) 5.104E+6 
( TYICHF , 1/.7/, 6/.7 I, 9 ) 

TABLE 4. Results of Conventional and Optimisation Experiments for 

Table Function D~sign, 

TIME J 
(~JEEJ<S: 

55, 7c 

49.50 

118.50 

51.25 

47.75 
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In genera 1 U1e results in T e~b 1 e 4 again show si gni fi cent improvement in 
both time and cost for the project relative both to the bese run and t~1e 

Table 2 results. Run 2 suggests en interesting policy a)ternetive which 
changes loop polarities. That is thet the time to discover rework should 
be e concave function of the project progress rather then a convex 
function. This ·function is chosen to be to close to its lower boundery 
which suggests that the fester rework is discovered the better for the 
project. This, in turn, suggests better quality control is needed !lnd 
i ndi cetes, reel i st i cell y, thet the cost of this should be taken into account 
in the mode 1. In runs 3 end 4 the opti mi set ion el so chose the elternet i ve 
boundaries of TWCWF and TNFSAT for which the same conclusions can be 
drawn as for run 2. In run 5 the mode 1 deve 1 oped in run 4 for TNFS was 
taken as a starting point end the other two table functions optimised. The 
results are the best of this group. 

5. Structural Policy Design, Richerdson and Pugh also introduced 
structural policy design experiments into their model. An overestimation 
parameter was introduced for this purpose end considerable discussion 
was presented by these authors es to whether overestimation should be 
applied to effort perceived remaining on the project or to the indicated 
workforce. The final choice for 1 ocet i ng this parameter was recommended 
to be in the equation for the effort perceived remei ni ng. In order to 
investigate this issue using optimisation two overstimation parameters 
were defined. As will be seen in the appendix DE 1 was defined in the 
equation for effort perceived remeining end OE2 was defined in the 
equation for the i ndi ceted workforce. An experi ement wes then conducted 
allowing DE 1 end OE2 to very bet ween 1 end 3 and ell owing ASMT, SAT, 
WFAT end TPPROD to very as defined in Table 1. Table 5 shows the results 
of this experiment with weight values from 0.4 to 0.65 (runs 2-7) together 
with the Richardson end Pugh result from the bese model with OED 
inserted in the effort perceived remaining equation at e value of 1.5. 

In ell cases of the optimisation results in Teble 5, the project schedule of 
40 weeks could be kept, end at -o reasonable cost. (This cost could 
possi b 1 y be improved even further by i ncorporet i ng the tab 1 e function 
related policies defined eerlier). The results also shed considerable light 
on the choice between DE 1 and OE2. In the project model DE 1 can be 
considered to represent l:ln overestiml:ltion of demond ond OE2 en 
overestimation of supply. When cost considerations ere more important 
that time time cons.iderations (WEIGHT is smell) there is no need to push 
supply. Therefore, OE2= 1 and OE1 1. When time is more important then 
cost (WEIGHT is large) there is no need to push demand. Therefore, DE 1 = 1 
end OE2 1 1. In other words the two overest i met ion parameters were 
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never chosen to be effective together but a clear point emerged at which it 
was preferable to switch from one to the other. This situotion is 
somewhat analogous to the situation of monetary policy in economics end 
Tab 1 e 5 gives and answer to the question as to when to switch from 
'restrictive monetary policy· to 'expansionist monetary policy· and 
vice-versa. 

RUN WEIGHT ASSMT SAT WFAT TIPPROD DEl OE2 TIME 

Richardson 1 6,0 6.000 3.000 6.000 1.500 45.75 
and 
Pugh 

(2 0,4 1.0 1.216 5.489 6.000 2.138 1.000 40.00 
( 3 0.45. 1.0 1.000 5.055 6.000 2.271 1.000 40.00 
( 4 0.5 1.0 1.000 5.433 6.000 2.320 1.000 40.00 

Optimiser< 5 0.55 1.0 1.000 5.430 6.000 2.320 1.000 40.00 
( 6 0,6 1.0 1. 000 10 ' 000 3.000 1.000 2.116 40.00 
( 7 0.65 1.0 1. 000 10' 000 3.000 1.000 2.116 40.00 

COST 

6.563E+6 

5.462E+6 
5.416E+6 
5.454E+6 
5,454E+6 
5.569E+6 
5.469E+6 

TABLE 5. Results of Conventional and Optimisation Experiments for Structural 
Fblicy Design, 

CONCLUSIONS 

This piJper has presented the rationale for, and a case study of the merits 
of, optimisation for policy design in system dynamics models. When 
imp 1 emented through e good computer soft were interface the procedure is 
entire 1 y straightforward to perform. The reSIJlts produced are, as in 
conventionel system dymHnics, totally explaineble in terms of the 
underlying feedbeck structure of the model. However, the se,ling in 
conputat ion a 1 effort required by the ane 1 yst in producing po 1 icy insights is 
enormous. This is not, however, to sBy that tt1e level of thinking is 
reduced. Rether this is increased, since considerable skill is necessary in 
formuleting the model so as to provide the computer with the sufficient 
scope to generate the maximum amount of model exploration. 
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Appendix 1 

0 * REVISED PROJECT MODEL 
1 NOTE . 
2 NOTE REAL PROGRESS 
3 ·NOTE 
4 L CRPRG.K=CRPRG.J+DT•RPRG.JK 
5 N CRPRG=O 
6 R RPRG.KL=APPRG.K•FSAT.K 
7 A APPRG.K=WF.K•GPROD.K•ESPGP.K 
8 A GPROD.K=NGPROD•EEXPGP.K 
13 C NGPROIT= 1 

10 A FSAT.K=NFSAT.K•EEXPFS.K•ESPfS.K 
11 A NFSAT.K=TABHLITNFSAT,FCOMP•K,0,1,.21 
12 T TNFSAT=.5/.55/.63/.75/.9/1 
13 NOTE 
14 NOTE EFFECTS OF EXPERIENCE AND SCHEDULE PRESSURE 
15 NOTE 
16 A EEXPGP.K=TABHLITEEXPG;FEXP~K~0.1,.2J 
17 T TEEXPG:.5/.55/.65/.75/:87/1 
!8 A FEXP.K=EXPWF.K/WF.K . 
19 A EEXPFS.K=TA8HLCTEE>(PF.FEXP.K ,0,1, .21 
20 T TEEXPF=.5/.6/.7/.8/.9/1 
21 A ESPFS.K=TABHLCTESPFS,ICD.K/SCD.K •. S,l.2 •• 051 
22 T TESPFS=1.1/1.06/l/.96/•91.83/.75 
23 A ESPGP.K=TABHLITESPGP.ICD.K/SCD.K,.9,1.2,.051 
24 T TESPGP=.9/.92/l/1.1/1.18/1.2J/1.25 
25 NOTE 
26 NOTE UNDISCOVERED REWORK 
27 NOTE 
28 R GURW.KL~APPRG.K•<1-FSAT.KI 
28 L URW.K=URW.J+DT•CGURW.JK-DURW.JKI 
:;o N URW=O 
~1 R DURW.KL=URW.K/TDRW.K 
32 A TDRW.K=TABHLCTTDRW.FPCOMP.K.0,1,.2) 
38 T TTDRW=12/12/12/10/5/.5 
34 A CPPRG.K=CRPRG.K+URW.K 
35 A FPCOMP.K=CPPRG.K/CPD.K 
36 A CPD.K=TA8HLCTCPD,FCOMP.K,0.1,.2J 
37 T TCPD=800/830/900/1000/1140/1200 
38 A FCOMP.K=CRPRG.K/1200 
39 NOTE 
40 NOTE EFFORT PERCEIVED REMAINING 
41 NOTE 
42 A EPREM.K=DE1•<CPD.K-ACPRG.KI/PPROD.K 
43 C OE1=1 
44 A ACPRG.K=CPPRG.K-AURW.K 
45 A AURW.K=ADURW.K•ATDRW.K 
46 A ADURW.K=SMOOTHIDURW.JK,TADURWI 
47 C TADURW=8 
48 A ATDRW.K=TABHLITATDRW,FPCOMP.K.0,1 •. 21 
49 T TATDRW=8/8/7/5/3/1.5 
50 L PPROD.K=PPROD.J+CDT/TPPRODICIPROD.J-PPROD.JI 
51 N PPROD=GPROD 
52 A IPROD.K=WTRP.K•RPROD.K+Cl-WTRP.KI•NGPROD 
53 C TP.PROD=S 
54 A WTRP.K=TABHLCTWTRP,FPCOMP.K,0,!,.2) 
55 T TWTRP=0/.1/.25/.5/.9/1 
56 A RPROD.K=NGPROD*FSAT.K 
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57 NOTE 
58 NOTE HIRING 
59 NOTE 
GO A WF.K=EXPWF.K+NEWWF.K 
61 L EXPWF.~=EXPWF.J+OT•WFAR.JK 
62 N EXPWF=EXPWFN 
63 C EXPWFN=2 
64 R WFAR.KL=NEWWF.K/ASMT 
65 -C ASMT=6 
66 L NEWWF.K=NEWWF.J+DT*IHR.JK-WFAR.JK) 
87 N NEWWF=NEWWFN 
68 C NEWWFN=l 
69 R HR.KL=IWFS.K-WF.Kl/WFAT 
70 C WFAT:3 
71 A WFS.K=WCWF.K•IWF.K+<I-WCWF.Kl•WF.K 
72 A WCWF.K=TABHL(TWCWF,TREM.K,0,21,3J 
73 T TWCWF=0/0/0/.1/.3/.7/.B/1 
74 A IWF.K=OE2*EPREM.K/TREM.K 
75 C OE2=1 
76 NOTE 
77 NOTE SCHEDULING 
78 NOTE 
79 A TREM.K=SCD.K-TIME.K 
80 L SCD.K=SCD.J+DT•NAS.JK 
81 N SCD=SCDN 
82 C SCDN=40 
83 R NAS.KL=IICD.K-SCD.Kl/SAT 
84 C SAT=6 
85 A ICD.K=TIME.K+TPREG.K 
86 A TPREG.K=EPREM.K/WFS.K 
87 NOTE OBJECTIVE FUNCTIONS 
88 NOTE 
89 NOTE INDJCATORS 
80 NOTE 
81 L CUMEFF.K=CUMEFF.J+DT•<WF.J•ESPGP.Jl 
82 N CUMEFF=.O 
83 A COST.K=CPMM•CUMEFF.K 
~4 C CPMM=3000 
95 NOTE 
86 NOTE ******EGUATIONS FOR OPTIMISATION ************** 
87 NOTE * 
88 A AUX1.K=CLIPCTIME.K,0.25,CRPRG.K,CPD.Kl * 
98 A AUX2;K•SAMPLECAUX!.K,AI,.IX!.K,Ol * 

1.00 A AUX3. K=CLIPC 100, 0. 25 .FlUX! ;K-AUX2. K, 1 I * 
101 A AUX4. K=SAMp-t:EIAUX2 .·K ,/.\UX3;K ,OJ * 
102 A AUXC1.K=SAMPLECCOST.K,AUX!.K,Ol 
103 A AUXC2.K=SAMPLECAUXC!.K,AUX3.K.Ol 
104 A AUX5.K•MAXC40-AUX4.K,QJ. * 
105 C INIT=Q · * 
106 C INCR=0.01 * 
107 A TARG.K=<l+INCRI*INIT * 
108 A 08J1.K•WEIGHT•C1E+5l•AUX4.K+C1-WEIGHTi*AUXC2.K+ * 
108 X C 1E+5 J•AUX5. K. * 
110 A OBJ2.K•MAXIAUX4.K-TARG;K,TARG.K-AUX4.Kl * 
111 C WEIGHT=O.S * 
112 NOTE * 
113 NOTE *****·**********************":******************* 
114 NOTE 
115 NOTE CONTROL STATEMENTS 
116 NOTE 
117 C DT=0.25 
118 C PL TPER=2 
118 C PRTPER=40 
120 C LENGTH•80 
121 PRINT 11WF,SCD,OBJ2/2JCUMEFF,FCOMP,FPCOMP/31COST,OBJ1, 
1.22 X AUXC1/41AUXC2,AUX!,AUX2/51AUX3,AUX4,AUX5 
123 PLOT WF=WC0,801/SCD=SC30,701/CPPRG~P.C"PRG•R.URW•I,.f(.!),t200U 
124 X PPROD=~(.6,11 . 
125 RUN 
126' + 


