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Abstra::t We propose a functional design for a software system whose aim is to provide 
support for an structured methocblogy of modelling and simulation in System 
Dynamics. The design follows mainly the ideas of Multifa::etted Modelling developed by 
Zeigler . Our approach has been to give a hierarchical version of DYNAMO and a 
collection of functions for the handling of simulation elements in an unified system. 

0-INTRODUCTION 

Seeking for a methoOOlogical improvement of System Dynamics modelling, we have 
found that the Multifa::etted Mooelling ideas ~loped by Zeigler are the right 
framework for this search. In (TorrealD:!a et alters 1986) we discuss some concepts 
related to hierarchical modelling, that can be relevant for System Dynamics modellers, 
the present work: must be understoo::t as an extension for that one. Here we try to give a 
first approach to the design of a software tool as a first goal to be attained, in order to 
introduce Multifa::etted ideas into the System Dynamics realm. 

Our design principles have been: 
a-Providing a hierarchical language as the basic formalism for model 

formulation 
b- Maintenance of multiple models and their relations within a single system. 
c-erowing availability of qualitative analysis tools, through modular 

enrichments of the paclcage. 
d-Abstra::t interfa::e with the user, through functional (command-like) use 

of it. 
Actually point c has not been discussed in this paper, but it is one of our main pis . 

Section I gives a brief summary of Multifa::etted Modelling sources. Section 2 sketches 
our approach. Section 3 gives a brief review of the proposed hierarchical language. 
Sections 4,5,6,7 describe the main functions intended for the pa:;kage at the present 
state of design. 

1-MUL TIFACETTED MODELLING: A SUMMARY 

In this section we give an Informal review of Zeigler's work. We will outline the most 
remarkable ideas as a conceptual background for our own work. 

The motivation behind multifacetted modelling is threefold: 
a-Formalization of simulation concepts in terms of mathematical general 

systems theory, slowing the formal posing and answer or questions such as the 
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ability of a program to implement a mcxill, the mcxill validation problem, 
valid simplification of mcxills and so. · 

b-To set the guidelines for simulation software development. 
c-Development of a general methOO:llOJY for system simulation, supported by 

the suitable software. This methOOolOJY intends to be enough general to be useful 
whatever would be the application field of the simulation user. 

The main references for multifacetted modelling are the books of Zeigler 
(Zeigler 1976, 1984a). Besides these, the reader will find in (Zeigler 1978) a good 
sketch and In (oren & Zeigler 1979) a more user-oriented approach. The incidence of 
hierarchical modelling concepts into the formalism is given in (Zeigler 1984b ). 

In (Zeigler 1976) Zeigler sets the basis for the formalism used after, whose 
cornerstone is the hierarchy of 5'{Stem specifications. We believe that it is interesting 
to reproduce here informally the levels of this hierarchy. 

Level 0-0bservation frame: Identifies the time frame and Input-Output 
values for the 5'{Stem observation. 

Level 1-1/0 Relation Observation: The 5'{Stem is described by a collection of 
pairs of Input-OUtput trajectories: as an Input-OUtput object. 

Leve12-I/O Function Observation: Assumed the ability to set an initial state 
of the 5YS1em which univtx~uely determines its response, the Input-Output pairs 
constitute an Input-Output function. 

Level 3-1/0 System: At this level we can decompose time trajectories into 
segments. Also we can deduce by a transition function the final values reached by 
the state and output variables, when the 5'{Stem recives an input segment in a 
given initial state. · · 

Level 4-lterative Specification: The 5'{Stem is specified in such a Wf!lo/ that an 
appropiate interpreter (al(Jlrithm) can deduce (simulate) the corresponding 
1/0 System. At this level we find that various specialized formalisms (discrete 
event, differential equations and sequential machine) can be translated into a 
basic Iterative formalism (so they are slmulable). 

Level 5-Structured System Specification: The sets and functions involved in 
the 5'{Stem description can be structured, this means that we can identify and 
discriminate elemental sets and functions with specific meanlns, whose 
crossproduct produces the sets and functions of lower specification levels. 

Level 6-Network of Specifications: The system is described as a network of 
systems coupled between them. 

Three observations are worth to be mne: 
a-Going up In the hierarchy we get an increasing knowledge of the 5'{Stem 

interMI structure, and conversely, ~ing down we lose structural information. 
b-Given a 5'{Stem specified at level i, it is alWf!lo!S possible to deduce its 

specification at lower levels, the converse Is false. 
c-The usual simulation languages can be placed as specifications at levels 5 

or 6 in this hierarchy. · 

Once the preceding has been st8blished, Zeigler examines for eech level the existence of 
relations which preserve the specification structure ( morphisms). Also he studies 
how a morphism stablished in a level i can induce 1111 equivalent morphism in a lower 
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level, and under what conditions a morphism in a hiljler level can be inferred from 
that of level I. This will prove to be a frultfull foundation for the formal 81'181ysis of 
several simulation roncepts. OVer this formal hl£k!J'Olllld a set of postulates create the 
seerched framework for the formal discussion of simulation roncepts. They can be 
summarized as follows: 

P 1-There exists a reel system R, which is identified as a universe of 
potentially acquirable mta. 

P2-The !Mise model 8 fully cheracterizes ( modelizes) the re~~l system R. The 
base mmel is a closed system specification of level 3 (without Input or Output) 
and actually It Is 111 Ideal object, usually not known. 

P3-There exists a set of experimental frames restricting experimental 
lm!SS to the real system. 

P4-An experimental frame E specifies the Input to the system, the 
observable Output and the control conditions needed for the experiment 
definition. 

P5-The re~~l system observed within the experimental frame E is 
structurally characterized by the base mmel in E : 8/E, which is a full 
specification of level 3. 

P6-The data acquirable by observation of the real system within the 
experimental frame E are identified with the 1/0 Relation Observation of the 
base mmel in E : RsJE (which theoreticelly could be formally deduced from 
8/E). 

P7-The real system R is the set of ®ta acquirable throgh any of the 
experimental frames given for it : the union of all Rste 

P8-A lumped mmel is an iterative system specification M (level 4). S(M) 
Is the 110 System (level 3) deduced from M by Its Interpretation. 

P9-A Jumped mmel M is valid for the real system in experimental frame E if 
its 1/0 relations ( leve12) are equal: RS(M) =RsJE· 

PI 0-A program is an iterative system specification P. 
P II-A program P Is a valid simulator of a Jumped model M If there Is a 

specification morphism from P toM. 

Once created this framework, a number of typical simulation issues are discussed 
formally by Zeigler, among them we detach the validation end 
simplification/elaboration Issues. 

Validity implies the existence of a behavioral equivalence RS(M) =RstE from which 
some kind of Identity between the base and lumped mmels can be justifiably accepted. 
So validity Is roncerned with the comparison of data from the real system and lumped 
model, and this comparison can be c:klne in l!e'Verel W(t(S: pure equelity, stetisticel teats 
and other technl!plS stabllshing a measure for the data equivalence. Validity says 
nothing about the !plStton of the degree with which the lumped model has apprehended 
the structure of the base mmel (real system). To !Ofress this question we must start 
from the validated mmel and try to set the conditions under which the behavioral 
equivalence implies structural relations (homomorphisms) between the b8se end 
lumped m!XEl. This has been called "structural inference". 
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Simplification/elaboration of mooals implies the existence of homomorphic relations 
between mOO!! Is. Particular 1y, the base mOO!! I Is conceptualized as the most elaborate 
mOO!! I we can think of for the system, so that every conceivable mOO!! I will be a 
simplification in some Wft./ of the base mooal. Every mooal is thought as an 
homomorphic image of the base mOO!! I. In the same Wfftl that the validity of a lumped 
mOO!! I with regard to the base mooal was discussed, the validity of a simplification for a 
given mOO!! I can be examined and, further than this, if we can assure that the simpler 
mooal is Ill homomorphic image of the more complex one, then the former will sh6re 
the validity of the later. Simplification/elaboration relations (taken as homomorphic 
relations) structure the set of mooals prodUced during a simulation project, and plft.! 
an special role in the mooalling process. 

In the usual case, where the base mooal is utopic, the experimental frames are defined 
in reference to eEich mOO!!!; and a relation "is appilcable to" is provided. This relation 
determines whether a given frame specifies admisble input, output and control 
conditions for a given mooal. Also, the set of possible experimental frames will be 
structured by a "derivability" relation which stablishes a partial ordering in it : An 
experimental frame E' wil be derivable from another E if the data acquirable in E' is 
more constrained than that of E. As a consequence the data in E' can be deduced from the 
data in E. 

Multifacetted mooalling, methoOOIO!Jf and software development, deals with the 
handling of the evolving environment the mooaller builds along the mooalllng process. 
This environment is defined by three elements or dimensions: 

E 1-A collection of experimental frames, structured by the derivability 
relation. Each frame being applicable to a number of mooals and the real system. 
Experimental frames can be conceptualized as questions posed to the model or 
real&ystem. 

E2-The real &yStem, represented by the data that has been collected by 
experimentation with the real system under certain experimental frames. Also 
some structural information can be used to represent the more cualitative and 
abstract descriptions of the &ystem. 

E3-The set of models which will be mainly structured by the 
simplification/elaboration relations. Each mooal will be valid or not under 
certain experimantal frames. 

During the modelling process, new experimental frames, new real system data or new 
model formulations can be llkled to the existing anvironment, which can mean to 
restructure one or more of the preceding sets. One of the major requirements for a 
proper multifacetted modelling software will be automated integration of new 
experimental frames, data or models in the modeller's environment. other 
requirements could be multiple formalism for the model specification, Intelligent aid 
in the simplification/elaboration process end friendly interface for the creation of 
experimental frames, models and data. 



THE 1986 INTERNATIONAL CONFERENCE OF THE SYSTEM DINAMICS SOCIETY. SEVILLA, OCTOBER, 1986 29 

2-0UR APPRGA.CH 

In this section we give the main lines of our attempt to bring Multi facetted Modelling 
ideas into a software system for System Dynamics modelling. At the moment of writing 
this, we have not yet begun its realization, so the following must be seen as a proposal 
rather than a description. Next sections will give more detailed account for the points 
outlined now. All the examples will be worl<ed on the models discussed in Alfed & 
Graham ( 1976). 

Let us call, for the sal<e of clear reference, MULTI to our software system. So, MUL Tl 
will try to deal with the modeller's environment, giving him a unified interface to 
manipulate the objects actually in this environment and to structure them. Also MULTI 
must be a feasible thing, so it will show many restrictions and simplifications relative 
to an ideal "g:xxj" multifacetted software system. 

To be precise, we will consider the following sets of things as the modeller's 
environment: 

-A Set of Models, where each model will be a set of first-order differential 
equations, specified in a language near to DYNAMO 

-Real System Data. A set of time trajectories obtained from the real world 
observation under one or more experimental conditions. 

-Model eenerated Data. A set of time trajectories given by the model 
simulation under certain experimental conditions 

-A Set of Experimental Conditions, which are the Multifacetted Modelling 
experimental frames, but applied to System Dynamics models. 

-A set of cualitative informations, under the generic name of Documentation, 
relative to models, real system and experimental conditions. 

~'------[: ~~~~ TOOLS 

~-snor ~ l - -­
~VI RONMENT~_)-___. '-...-___,.+<=!~1 RONMENI_==) 
~--- SELECTION I 

(B(iOLEAN)-----J PREDICATES 

-------
figure 1 Basic functionality of MUL Tl 

MULTI w111 provide for this ENVIRONMENT representation and storing. Also, MUL Tl 
will provide a collection of functions for the environment manipulation, which will be 
called TOOLS. Also, a collection of tests will be provided to verify that certain 
conditions are accomplished by the environment elements, whose generic name will be 
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PREDICATES. An special activity of the mlrllller is that of environment SELECTION. 
Under MUL Tl more than one environment can be created, but it is unfeasible to work 
with more than one eldl time. So the first action of the user must be that of 
environment selection. After that, he can apply any of the provicEd TOOLS to change the 
environment state. Figure 1 shows a functional digraph for the preceding. 

We wil use (informally) through the text a functional notation inspired by the 
algebraic method for software specification. ( The motivated reader is addressed to 
(Liskov & Zilles 1975) for a survey). So, TOOLS, SELECTION and PREDICATES must 
be Interpreted as abstract functions mapping the abstract sets USER, 
SELOF _ENVIRONMENTS and ENVIRONMENT, and the more concrete set of BOOLEAN 
values. So we can write: 

SELECTION: USER x SELOF _ENVIRONMENTS~ ENVIRONMENT 
TOOLS: USER x ENVIRONMENT~ ENVIRONMENT 
PREDICATES: ENVIRONMENT~ BOOLEAN 

Where ENVIRONMENT is the set of all possible environments and 
SELOF _ENVIRONMENTS Is the set of all possible sets of environments. USER w111 be 
used to specify the set of possible interactions of the mlrllller with MULTI; its abstract 
elements will range from numbers or names (in TOOLS or SELECTION definition) to 
cl~ of text specifications. 

DISPLA't 

----~ .• -~-
. /__. CREATE ------..._ 

_ _____L___ ===-.----~~ 

(!~VIRONMENQ r u MODIFY -

OPERATE 

figure 2 TOOLS classes 

TOOLS actually Is not an abstract function, but a collection of them. In a flrst 
approximation we can distinguish four function classes within it. Figure 2 illustrates 
these classes as abstract functions in themselves. Each class, expressed as an abstract 
function, precises the basic pattern of its members. 

DISPLAY: ENVIRONMENT -t USER 
CREATE : USER x ENVIROHMENT -t ENVIRONMENT 
MODIFY : USER x ENVIRONMENT~ ENVIRONMENT 
OPERATE : ENVIRONMENT x ENVIRONMENT -o ENVIRONMENT 
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3-THE BASIC FORMALISM 

The models In MUL Tl will be expressed In a language which can be regfi'(BI as a 
hierarchical extension for the common System Dynamics language DYftW10. The 
description given here will be short, for more detail 8lld discussion of the concepts 
involved, the reEKier is IDfressed to Torreeldee et alt. ( 1986) 

The main feature of the lenguege (let us cell it H-DYN provisorily) Is the recursive 
nesting of coupled models. The general pattern of specification is as follows: 

Model Heeding 
Specification of Component Models 

·Model Equations 

figure 3 Example of model structure 

DISPLAY is the class of abstract functions thet will serve the modeller to observe the 
environment stete. Here USER means e set of graphical or textual representations. 
Thr01.9l DISPLAY functions, the modeller will observe for example the actual 
specification of e model or e set of time series. 

CREATE is the class of abstract functions that will serve to introduce new elemnts 
(models, experlmentel conditions, date or lb::umentetion) into the environment. They 
will be associDted with compiling fl!l:ilities, given tMt USER meens e set of texts (in 
our simple, prototypical design) 

MODIFY is the class of abstract functions that will serve to modify the elements 
actually in the environment. They can be thought as correcting capabilities or as 
informel (textual) meens to derive new elements from old ones. CREATE end MODIFY 
functions differ in thet the USER elements ere (more or less) complete specifications 
In the first end enumerations of changes In the second. 

OPERATE is the class of llbstract functions thet will serve to realize activities such as 
simulation, in which some of the environment elements interact to prollJce new ones. 

After reviewing the basic formalism proposed (the simulation language) we will give a 
more deteiled I!I:COUnt for the functions thet MULTI must provide. 
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The m!rl!l he8:1ing specifies the name given to the m!rl!l, a set of Input and Output 
variables and, optionally, a time unit. Recursive nesting lies in the ftd that component 
m!rl!ls share the same specification pattern. A convenient Wft{ to represent the 
structure of this Kind of m!rl!ls is the given in figure 3 for an abstrtd. example. In the. 
figure, M2, M3, M4 are component m!rl!ls of M I, and they are coupled through 
variables VI, V2, V3, V4 of the global m!XEI (Ml ). At the same time, M5, M6 are 
component m!rl!Jsof M2 and M7, M8 of M4. In this Kind of structure (a tree) we will 
coll "flrther" e node from which errows leeve, end the "sons" will be the nodes where 
these arrows arrive. In the figure, M I is the father of M2, M3 and M4. Observe that a 
son can also be a fllf.her (i.e.: M2), and is this fa::t which chara::terizes recursive 
nesting. No:ils without sons represent elemental (not composed) mo:lels. 

The f!d th!rt a m!rl!l is composed of m!rl!ls is reflected in two Wf1'.{3: 

a-The specification for ea::h component m!rl!l precedes the m!XEI equation, 
following the principle: "nothing can be used, which has not been defined". 

b-The model equlrtions include at le6St an eqll8tion of type M (model 
reference) for ea::h component mOO! I. 

The specification for M I would be as follows: 

MODEL Ml 
MODEL M2 (INPUT I; OUTPUT 0) 

Specification for M5,M6 
M2 eQU8tions 

ENDJ10DEL M2 
MODEL M3 (INPUT 11,12; OUTPUT 0) 

M3 equations 
ENDJ10DEL M3 
MODEL M4 (INPUT I; OUTPUT 01,02) 

Specification for M7 ,M8 
M4 equations 

ENDJ10DEL M4 
EQUATIONS 

M M2(V4,V1) 
M M3(V1,V2,V3) 
M M4(V3,V2,V4) 

END_EQUATIONS 
ENDJ10DEL M 1 

Arry prcgrammer will quicldy notice the similarities between the procedure or 
subroutine concept and the m!rl!ls as defined here. In fa::t, equations of type M are 
BMlD;PJS to proca00re calling conventions in pra;ramming languages like PASCAL The 
variables specified as "parameters" of the m!XEI reference are attli:hed to the 
Input-Output variables given in the m!XEI specification hM:Iing. The coupling of 
models, given by the horizontal arrcw.'s in figure 3, is a::complished through variables 
of the "father" model. In !he example, M2 atta::hes 1ts Input variable I to V4, and V4 is 
also attached to the output variable 02 of M4. This ellows thet the coupling can be !bne 
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through a set of equations of the father merle!. 

The representation of merle] structure with a digraph like that of figure 3 serves three 
purposes: 

!-Clarifies the hierarchic nature of merle! structure 
2-Sketches the main interactions and localizes them at the proper level in 

the hierarchic structure. 
3-Eases the discussion of locality concepts 

Locality concerns the scope of a cklclaration or definition in a specification text. In our 
case, concerns the valid reference to variables or mcxlels inside the equations of a given 
merlel. We give, in axiomatic style, the rules of locality for H-DYN. 

L 1-A variable is defined when its value is determined, that is, when it 
appears at the left side of an equation (level, rate or auxiliar ), or as an input in 
the merle] heffiing, or as attached to an output variable of a referred component 
merle! (in an equation of type M). 

L2-A variable can not be referred outside the set of equations in wich it has 
been defined. Putting it in another way, if the same name appears in two sets of 
equations, belonging to different models, it .. identifies two distinct variables 
whose values are uncorrelated. For example, the name I appears both in M2 and 
M4 heffiings, identifying two uncorrelated variables, es::h one belonging to a 
m!lfill. 

L3-A parameter can be defined either within the model equations or in the 
applicable experimental conditions. In either case, a parameter is only defined 
for the model equations and for the equations of the nested models (the "sons" ). 
In the example, parameters defined in M 1 can be used in M2 ~nd even in M5 
equations. 

L4-A model can only be referred within its father equations. In our example, 
the model M5 can only be referred to inside the M2 equations. 

L5-When a component model is referred more than once, it is assumed that a 
new copy is made for each reference. 

The last two statements stablish a great difference between the programming concept of 
procedure and that of model proposed here. A component model can not be reused at 
different points by simply referencing It, 1t must be dupllcated. The reason for this 

---------
URBANI --;;- : --- -- ...... , 

POPULATION! -------------+~ \ 

t~ ~! .. +-------- I I I 

·--- AM.K AHI1.K ', l . / 
BSK f::\. / 

I AJM.K --:=~=~=~~"'P.K 

figure 4 Modular structure of URBAN 1 
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lies in the following foct: When the mere I is being simulated, ·eoch copy of a mere I can 
be in a distinct state and all of them are concurrently evolving. 

To end this section we give an example in figures 4 and 5. The example is the cOOing for 
the URBAN 1 mrrel, from Alfed & Graham ( 1976) Figure 4 shows the mooular 
structure, in a flow diagram style, where the inner contents of the submrrels have 
been hicklen. Figure 5 shows the H-DYN rolo. 

MODEL URBAN1: TIME=YEARS 
MODEL HOUSES 1( INPUT P K,LFO.K, OUTPUT AHM.K,H K) 
EQUATIONS 
L H.K=H.J+(DT)(HC.JK-HD.JK) 
R HC.KL=H.K*HCN*HCM.K 
A HCM.K=HLM.K*HAM.K 
M HOUSLJ.AND (LFO.K,HLM.K) 
M HOUSE_AVAL (HAM.K, HHR K) 
A HHR.K=P .K/( H.K*HS) 
M ATRAG._HOUSES ( HHR.K, AHM.K) 
ENDJ:QUA T IONS 
ENDJ10DEL HOUSES 1 

MODEL BUSINESS 1 (INPUT P.K, LFO.K; OUTPUT AJM.K, BS.K) 
EQUATIONS 
L BS.K=BS.J+( DT)( BC.JK -BD.JK) 
R BC.KL=BS.K*BCN*BCM.K 
A BCM.K=BLM.K*BLFM.K 
M s....BLM (LFO.K, BLM.K) 
M s....BLFM (LFJR.K, BLFM.K) 
R BD.KL=BS.K*BDN 
A LFJR.K=LF.K/J.K 
A LF.K=P.K*LPF 
A J.K=BS.K*JBS 
M ATRAC...JOBS (LFJR.K, AJM.K) 
ENDJ:QUA TIONS 
ENDJ100ELS BUSINESS 1 

MODEL POPULATION 1 (INPUT AM.K; OUTPUT P.K) 
EQUATIONS 
L P.K=P.J + (DT)(B.JK+IM.JK-D.JK-OM.JK) 
R B.KL=P.K*BN 
R D.KL=P.K*DN 
R IM.K=P.K*IMN*AM.K 
R OM.K=P.K*OMN 
A PPG.K=(B.JK+ IM.JK-D.JK-OM.JK)/P.K 
END-EQUATIONS 
ENDJ100EL POPULATIOIII1 

figure 5 H-DYN co:E for URBAN 1 (Cont.) 



THE 1986 INTERNATIONAL CONFERENCE OF THE SYSTEM DINAMICS SOCIETY. SEVILLA, OCTOBER, 1986 35 

EQUATIONS 
M HOUSES I (POP.K, LAND_OCUP.K,ATRACJiOUSES.K, HOUSES.K) 
M BUSINESSI(POP.K, LAND-<:JCUP.K,ATRAG...JOBS.K, BSNSS.K) 
A LAND_OCUP.K=(HOUSES.K*LPH + BSNSS.K*LBS)/AREA 
A ATRACTION.K,.ATRAC...HOUSES.K*ATRAG...JOBS.K 
M POPULATION! (ATRACTION.K, POP.K) 
END-EQUATIONS 
ENDJ100EL URBAN I 

figure 5 H-DYN axle for URBAN I 

The following remarks ere in order to the complete understanding of the example. The 
expression TIME=YEARS in URBAN I tm:ling means that the evolution of the system is 
on a years scale, so every time constant (specially DT) must be undestoo:las given in 
years units. Multipliers are represented as m!Xlels, and their specification has been 
omissed in the figure. In URABANI the m!Xlels HOUSLLAND, HOUSLAVAL, 
ATRAG.JiOUSES, ULM, ULFM and ATRAc_.jQBS are in f~t multipliers. In the 
context of MULTI such incomplete specifications can be accepted, waiting for further 
specifications that will fill in the hoi~. Also, things like initial values for the state 
(level) variables or parameter values can wait for further specification or for the 
experimental conditions specification. 

4-MOOEL MANIPULATION AND DOCUMENTATION 

In this section we will precise the set of functions (TOOLS) provided for the handling of 
the set of m!Xlels in an environment. The functions !Escribed here are mainly like text 
manipulation functions, this is so because functions like automatic 
simplification/elaboration require a deeper research into the char~ristics of 
System Dynamics m!Xlels. Also, some of them are in f~t families of functions, since we 
will not !Jl into the more detailed enumeration offunctions intended for MULTI. Figure 
6 shows the functional digraph for the TOOLS ( 68) and PREDIC'J\TES ( 6b) described 
here. 

ISOLATE 

RELATIONS 

figure 6a TOOLS for model handling 

COMPOSE NEW 

INSERT ....DOC 
DELETE ....DOC 
SUBST ITUTE....DOC 
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Before going on into the discussion or function meanings, we must precise the meaning 
of the sets Involved. "Name"ls the set of an possible names (here model names) given 
for any environment actual state. "Set or Models" is the set or all possible sets of 
models for any environment. "Model" is the set or all possible individual models. 
"User" is a set or texts partitioned into several classes, tB:h one fitted for a function. 
Finally, "Documentation" is a set or informations that can be about model elements or 
about relations between models. This last set deserves a more detailed description. 

(~)-- COMPLETE 

- -·--~ 
\ ______.~~::> 

~~CUMENTATID~~ENT 
.... ____ -----

fitul"• 6b PREDICATES for model handling 

Model elements oocumentat1on concerns variables end parameters. For each element, 
we can record: its kind (variable, parameter), its type (level, rate, auxiliar ), its 
functionality (input, output, state) and its dimension end units. Here, by dimension we 
m8111'1 a class or variables or magnit~ ( sucha as time or length in physics). 
Associated with esch dimension is a set of measure units (such as second, hour end so 
for the time dimension) In which a value of a measure In this dimension can be 
expressed. Also these units serve to interpret the values or a variable declared in that 
dimension. The tnsterest of all this is given by our ability to relate dimensions through · 
dimensional ~Ions (such as speed=space/Ume). This provi!Es us with a mean to 
tast the Internal consistency of equations. Also, units can be related, end that gives us a 
S8lllld sem111tic information level to analize the equations. The definition of 
dimensions, units and their interrelation is given as lb::umentation at the environment 
level, not for esch model, end can be incomplete. Risking to look a little like pedants, 
we will mustrate the process of conslstet'K.Y evaluation. SUppose that the models in 
(Alfed & Graham 1976) constitute the set or models in en environment called 
URlWLDYNAMICS. A feasible dimension declaration for it would be as in figure 7 

DIMENSION DECLARATION 
DIMENSION FIRMS UNIT BUILDINGS 
DIMENSION LAND UNIT ACRES 
DIMENSION PEOPLE UNIT PERSONS 
DIMENSION WORK UNIT JOBS 
DIMENSION UNEMPLOIMENLPRESSION•PEOPLE/WORK UNIT UP 
DIMENSION HOUSING UNIT HOUSEHOLDS 
DIMENSION HOMES UNIT FAMILIES 

END.J)IMENSIONS 
figure 7 A dimension declaration for URBAN.J)YNAMICS 

After this declaration has been done, we can attach to each variable a dimensional 
meaning, and then prove the consistency of the equations under these declarations. 
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Suppose the following declarations: 
LFJR: variable, auxiliar, UNEMPLOIMENLPRESSION 

( 1) LF :variable, auxiliar, PEOPLE 
J: variable, auxiliar, WORK 

U~ this declaration, in the moci'll BUSINESS the equation 
( 2) LFJR.K=LF.K/J.K 
is interpreted dimensionally as 
( 3) ( LFJR) UNEMPLOIMENLPRESSION= ( LF) PEOPLE I ( J) WORK = 

=( LFIJ) UNEMPLOIMENLPRESSION 
so the equation is dimensionally consistent. 
suppose also that WORK has, besides JOBS, another measure unit oofined as 
( 4) UNIT TEAM_JOBS= 1 O*JOBS 
that is, a TEAM_JQB is equivalent to ten JOBS. Suppose that in ( 1) J is now declared 
BS: 
(5) J: variable, auxiliar, WORK, TEAM_JOBS 
Implicitly UP, the declared unit for UNEMPLOIMENT _PRESSION, is defined as 
( 6) UP=PERSONS/JOBS 
With all this stated, the equation in ( 2) remains dimensionally consistent, but when 
looked in terms of units we find that: 
(7) (LFJR) UP ;t. (LF) PERSONS I (J) TEAM_JQBS = 

= (LF/J) PERSONS/TEAM_JOBS 
We will call "rescaling" the reformulation of the equations to attain a version whose 
unlts are well arranged: a "scale consitent" formulation. In the example, we can make 
the following transformations on J: 
( 8) ( J) TEAM_JQBS = ( J* I 0/ 1 0) TEAM_JOBS = ( J * 1 0) TEAM_JOBS/ 1 0= 

(J * 10) JOBS 
so the scale consistent version of ( 7) is 
(9) (LFJR) UP = ( LF) PERSONS/(J* 1 0) JOBS=( LF /(J* 1 0)) PERSONS/JOBS 

= (LF/(J*10)) UP 
and in order to get an "scale consistent" model we must substitue ( 2) by 
( 10) LFJR.K=LF.K/(J.K*IO) 

The second lcind of information we will record about models is relative to their 
relations. We notice three categories of relet Ions between millE Is: 

a-Composition: a mlllill is composed or is component of other mlllills. This 
relation is given by the type M equations, in the specification texts of the 
millE Is. 

b-Transformation: a model is a transformation of another when it has been 
defined by modifying the latter (!lkling, deleting or changing variables and 
equations by 8pplication of modifying functions) 

c-Simplification/elaboration: given by an homomorphic relation between 
mOlE Is. 

The simplification/elaboration relation between models can be approached from thre 
views: 

!-Given two models, autometically prove that they are homomorphically 
related (one is a simplificetion of the other) and deduce the form of the relet ion 
(mappings between the state varlab les, parameters and functions of the two 
mlllills) 
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2-Given a mllOOI and a class of homomorphisms, deduce the proper 
homomorphism to be applied to the mllOOI and get the homomorphic mllOOI. That 
is, given a mllOOI and a method of simplification or elaboration, get the 
simplified or elaborated mllOOI. 

3-0ver the set of mllOOls produced by the mllOOller activity, provide the 
means to !Xlcumant the incomplete mapping that the mllOOIIer has used 
intuitively to produce a mllOOI from a previous experience. 

For us, the most feasible approach is the last one. It allows the mllOOIIer to specify 
Informal and Incomplete Intuitions about the simplification/elaboration process. In 
fact, we think that the information gathered through these !Xlcumentation tools, during 
diverse modeling processes, will be of precious value in the first steps of the search 
for the realization of the former approaches. 

figun.• 8 URBAN_DYNAI"11C5 relaticns betw·een models 

Composition and transformation relations can be easily stablished from the 
specification of mllOOls and the application of the provided transformation functions. 
Figure 8 shows pictorically these relations for the imaginary URBAN_OYNAMICS 
environment. The thin lines show composition reletions (!J!ing down) and the thick 
oblique lines show transformation relations (going up). 

Sometimes simplification relation lines go parallel to the lines for the transformation 
and composition relations. In figure 8, URBAN2 is someway analogous to the base model 
of the environment. The relet ion URBAN2-+ URBAN I is a simplification ( aaareaation). 
so we can ettach to this relation some equivalences, such as the one between the 
populetion in URBAN I and the sum of partial populations in URBAN2. Also, the 
relation URBAN2 -+ POPULATION2 is a simplification (isolation), but we can not SfJY 

nothing enl!llO!JlliS of BSNSS2 -+ BSNSS I. In fact, !Xlcumentetion about 
simplification/elaboretion reletions will be done in MUlTI as relative to the 
transformation relations. 
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Now, we are in position to give meaning to the functions sketched in figure 6. We begin 
with the predicates of figure 6b. 

COMPLETE : MODEL ..., BOOLEAN 
CLEAN: MODEL ..., BOOlEAN 
CONSISTENT: MODEL x DOCUMENTATION ..., BOOLEAN 

A model will be complete ( COMPLETE will give true when applied to It) If every 
variable has its value determined: there are not undefined variables. But there can be 
undefined parameters. A model will be clean when there are not ambiguities in any 
variable value, that is, there are not two Wfl./S to determine the value of a variable, 
for any variable of the model. A model will be consistent with the tk:Jcumentation if: 

a-Every component model is consistent 
b-For every tk:Jcumented variable there are no inconsistencies between the 

declaration and the use of the variable in the equations (no level variable used as 
a rate, and the lllce) 

c-Every equation is dimensionally consistent 
d-E very equation is scale consitent 

DiSQiay tvpe functions 

SHOW : MODEL ..., USER 
SHOW_(){)C: MODEL x DOCUMENTATION ..., USER 
SHQW_GRAPH : MODEL -.USER 
SHOW_eRAPH_DOC : DOCUMENTATION ..., USER 

SHOW will provide a display for the model specification in its actual state of definition, 
Including or not that of the component miXEis. Notice that we have made abstraction of 
the actual device where the display will be moe. 
SHQW_(){)C will provide the display for the model specification enriched with the unit 
and dimension declarations and the Information relative to composition and 
transformation relations for the asked model. 
SHOW_OOAPH will provide a graphical display for the model, a flow diagram or the 
curve specified by the points if it is a multiplier. 
SHOW_GRAPH_DOC will provide graphs lilce the one in figure 8 or the one in figure 3. 

Create type functions 

NEW : USER-. MODEL 
NEW_(){)C: USER..., DOCUMENTATION 

NEW will accept an specification text (can be Incomplete) for a m!XEI, parse and 
translate it into an internal representetion, integreting it into the environment. 
NEW_(){)C will give the way to create new pieces of tk:Jcumentation about a model, e 
relation between miXEis or an environment characteristic (dimensions, units, .. .) 
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MOOitv tvoe functions 

INSERT : MODEL x USER .... MODEL 
DELETE : MODEL x USER .... MODEL 
SUBSTITUTE : MODEL x USER .... MODEL 
SIMPLIFICATION: MODEL x USER -t MODEL 
ELABORATION: MODEL x USER .... MODEL 
INSERT ....DOC: DOCUMENTATION x USER .... DOOUMENTATION 
DELETE....DOC: DOCUMENTATION x USER .... DOOUMENTATION 
SUBSTITUTLDOC: DOCUMENTATION x USER .... DOCUMENTATION 

INSERT introduces 81'1 incomplete specification ( a set of equations ) into a mOOel 
specification, DELETE removes the equations and references for a given list of 
variables or parameters, SUBSTITUTE changes equations, references or components in 
a m!DilThese three functions are the trll8Sformat1on funtions mentioned before. The 
like apply to INSERLDOC, DELETLDOC lllld SUBSTITUTLDOC relative to the 
dx:umentatlon of models. 
SIMPLIFICATION lind ELABORATION are mentioned here in an attesting Wfl'{. The 
preceding section hes settled our appro!dl to the problem of 
simplification/elaboration. 

OPerate tvoe functions 

COMPOSE : MODEL x MODEL-t MODEL 
IDENTIFY: MODEL x NAME .... MODEL 
ISOLATE : MODEL x NAME ..... MODEL 
SELECT : SET _()f ....MODELS x NAME -t MODEL 
ADD : SET _Qf ....MODELS x MODEL-t SELOF ....MODELS 
RESCALINe: MODEL x DOOUMENTATION-+ MODEL 
RELATIONS: SELOF ....MOOELS-t DOCUMENTATION 

roMPOSE introduces a model into 8110ther es a component mOOel. 
IDENTIFY esigns a mOOel specification to the name of a mOOel that can be unspecified 
(this situation C8ll arise from an incomplete specification). If the name identifies an 
alr~Bt{ specified mOOel, this esignement will suppose a kind of specification 
substitution. 
ISOLATE is the inverse of the COMPOSE function, it extroots a component model from 
the gobal one where it is inmersed. 
SELECT allows to select the mroel with which we will work from within the actual set 
of models in the environment 
ADD ects conversely to SELECT, returning a mOOel into the set of mOOels 
RESCALINe performs the resa~ling of a mOOel not scale consistent 
RELATIONS attest for the source of model relation tb::umentation, in feet tb::umentation 
wm be updated automatically as create, modify and operate functions are performed. 
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5-REAL SYSTEM DATA AND DOCUMENTATION 

Relative to the real system, MUL Tl will maintain two kinds of informations. Firstly the 
real system data, which is a collection of time trajectories recorded from the real 
system observation. These data are organized by the experimental conditions of their 
observation, so any access to them must be oone through the proper experimental 
condition. Experimental conditions will be discussed later. Secondly, some 
documentation can be recorded which can be of interest in the m!Xlelling process, and oo 
contrast for certain tests. This documentation will inc lure for eoch system: 

a-The documentation for all the subsystems or sectors that can be 
distinguished intuitively. 

b-A list of "observables", "controllables" and "uncontrollables". These are 
the points at which we can observe the system behavior. "Observables" refer to 
the system outputs. "Controllables" refer to the inputs or system conditions that 
can be acted upon by the experiment operator. "Uncontrollables" are the 
unreochable inputs or system conditions, those that the operator can not control. 

c-lnformation about the dimensionality ;md units for the observables, 
controllables and uncontrollables. 

d- The enumeration of a set of aspects of the system, eoch of them supposes an 
approach to the system m!Xlelling. These aspects m6Y or mllY not coincioo with 
the sectors given in a. 

e-For eoch aspect, the m!Xleller can try a succession of m!Xlels of increading 
refinement. So a set of m!Xlels can be enumerated for eoch aspect. 

Figure 9 shows the functions associated with real system data and documentation. There 
are no predicates associated. It ooserves special mention the fact that every access to 
system data, for displllY, creation or modification, is made through the experimental 
conditions set. 

INSERT ...DATA 
DELETLJ)AT A 

SUBSTITUTE...DA~_A-:J"r ·. ----~~ ..... 

..--REAL SYS~/ ----,.~8~--'[~;AL~)-..... \ 
( DATA ). CONDITION 

--------'\_ ~, -~----
··· '\ / ---....;, NE'w'...DATA 

SHO\•/_GRAPH...DATA ~~ '"-, 

SHOW...DATA -~-~ ~ 
··[)oCUMENTATION ___ ) NEW DOC ~rr--

(. ___ J -..:.::.t •• ~~ 
INSERT ...DOC t'" ~_...-
DELETLDOC --....___SHOW _8YS...DO~_ • .......-

SUBST ITUTE...DOC 

figun 9 Functions for real system manipulation 
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Disol8\f type functions 

SHOW_GRAPILDATA: REAL_SYS_DATA x EXP _COt~D ~USER 
SHOW.J)ATA: REALSYS_DATA x EXP_COND .... USER 
SHOW_.SYS.J)OC: DOCUMENTATION .... USER 

As in the case of model manipulation we have two main display modes : textual and 
graphical. The former is provired by SHOW_DATA, which displays the data observed 
under a experimental condition 65 sequences of numbers, and SHow_svs_ooc, which 
gives the textual display for the system OO::umentation gathered until the displaying 
instant. The graphical mode is provired by SHOW_GRAPILDATA which will give the 
graphical representation for the data observed under an experimental condition. 

Create type functions 

NEW _[)ATA : EXP _COND x USER ~ REAL_.SVS_[)AT A 
NEW.J)OC: USER .... DOCUMENTATION 

The intrfXIuction of new observations through NEW_[)ATA into the real system data base 
will be mne textually in principle, though other methocls (graphical for example) can 
be thought to be provired. The new data is introduced under a certain experimental 
condition. 

Modifv tvoe functions 

INSERT_[)ATA: USER x EXP _CQND x REAL_SYS.J)ATA..., REAL_SYS.J)ATA 
DELET[_[)ATA: USER x EXP _COND x REALSYS.J)ATA .... REALSYS.J)ATA 
SUBSTITUTE_[)ATA: USER x EXP_COND x REAL_.SYS_DATA-t REAL_SV8._DATA 
INSERT_[)OC: DOCUMENTATION x USER .... DOCUMENTATION 
DELETLDOC: DOCUMENTATION x USER..., DOCUMENTATION 
SUBSTITUTE_DOC: DOCUMENTATION x USER .... DOCUMENTATION 

As for the create type functions, the modification of data will be 00ne 65 a text 
modification of the sequences of numbers, but it will be desirable to provide more 
comfortable modes. save for this observation, moolfy type functions are intuitively 
clear and not deserve more detailed description. 

6-EXPERIMENTAL CONDITIONS 

We trlll'lSfar Zeigler's concept of experimental frame into the System Dynamics 
mmain, and give it the name of "experimental conditions" with the aim of clearly 
detach the general app~h of Zeigler, from the more specific attempt bounded to 
System Dynamics proposed by us. 

Within the set of possible experimental conditions we will differentiate two classes 
real system and model oriented experimental conditions. This classification will not be 



THE 19861NTERNATIONAL CONFERENCE OF THE SYSTEM DINAMICS SOCIETY. SEVILLA, OCTOBER, 1986 43 

mid:! explicit at the function presentation, and its reason to be lies in the ability we 
haVe in each case to specify the experiment. For example, in the model experimentation 
we must specify initial values for the state variables, whether in the real system they 
are usually unreachable and unobservable. To be precise, experimental conditions for 
real system experimentation will be given by : 

a-Time specification : lower and higher limits for the time interval observed 
and frecuency of observatioo. 

b-A list of observab les. 
c-The values or time trajectories set for the controllable variables. 
d-The values or time trajectories observed for the uncontrollable variables. 

And the experimental conditions for model documentation will be given by: 
a-Time specification : lower and higher limits for the time interval 

simulated. The frecuency of observation is specified by the model itself. 
b-A list of variables to be recorded, in which non output declared variables 

can be inchJIEd. 
c-Values for parameters not given into model equations, or that must be 

modified for the simulatioo at hand. 
d-Values or time trajectories for the input variables of the model. These can 

be real system observations. 
e-lnitial values for the state variables (levels) 
f- The experimental conditions for the component models. 

To illustrate these definitions figure I 0 shows the experimental conditions for 
URBAN I. Notice that experimental conditions may have the same name as models. 
Experimental conditions need not to be complete in their specification of model or real 
system conditions. 

EXPERIMENTAL CONDITIONS URBANI 

STARLTIME=O; STOP _TIME= 150 

EXPERIMENTAL CONDITIONS POPULATION I 
RECORD P.K,PPG.K 
PARAMETERS 

PN=50000; DN=O.O 15; BN=0.03; IMN=O.I; OMN=0.07 
INITIAL STATES 

P=PN 
END-CONDITIONS POPULATION! 

EXPERIMENTAL CONDITIONS USINSS I 
RECORD BS.K; BC.JK; BD.JK 
PARAMETERS ' 

BDN=0.025; LPF=0.35;JBS=I8; BCN=0.07; BSN=IOOO 
INITIAL STATES 

BS=BSN 
END-CONDITIONS BUSINESS I 

figure 1 0 Experimental conditions for URBAN I (Cont.) 
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EXPERIMENTAL CONDITIONS HOUSES I 
RECORD H.K, HHR.K 
PARAMETERS 

HN=14000; HCN=0.07; LPH=O.I; MDN=0.015; HS=4 
INITIAL STATES 

H=HN 
END_CONDITIONS HOUSES I 

RECORD LFO.K 
PARAMETERS 

AREA=IOOOO; LPH=O.I; LBS=0.2 
END_CONDITIONS URBAN I 

figure 1 0 Experimental conditions for URBAN I 

Figure 11 shows the functional diagram for experimental conditions. The r!Sfer may 
note the similarities betwen figures 6a and I Ia. These similarities are due to the 
existence in the set of experiment81 conditions of composition and tr61'15formation 
relations similar to the ones discussed for the miD!Is. In fact, if we consider a set of 
experimental conditions, with only one of them for each miD!I, in URBAtLDYNAMICS 
environment, we could depict a ITBPh quite similar to that of figure 8, but for 
experiment81 conditions instell:l of miD!Js. M with the miD!Is we begin with the 
predicates description. 

ISOLATL..EC 

INSERT_.EC. 
DELETE...EC 

.~E'w' ...EC "'. SUBST ITUTE...EC 
SHO'w' ...EC "'"-......, '-., --.........._~..... _,.,.....__ 

--{USER) 
.,..-----"" ------~ 

------ ,..r 
(150CUMENT AT ION--:r_.,.. SHO'w' -DOC 
~--------~ SHO'v/_GRAPH_DOC 

figure 11 a TOOLS for ex peri mental conditi ns manipulation 
_,...-----

DERIVABLE 
REPETITION 
EQUIVALENT 

FEASIBLE ------..... 9 
figun 11 b PREDICATES for ex peri mental conditions manipulation 
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DERIVABLE : EXP _COND x EXP _COND--. BOOLEAN 
REPETITION: EXP _CQND x EXP _CQND..., BOOLEAN 
FEASIBLE : EXP _CQND x DOCUMENTATION..., BOOLEAN 
COMPLETE : EXP _COND x DOCUMENTATION__, BOOLEAN 
EQUIVALENT : EXP _COND x EXP _COND-+ BOOLEAN 

The original meaning for oorivability of experimental frame is that a frame E' is 
derivable from a frame E if the data gathered in frame E'. can be deduced 7rom the data 
gathered in frame E. Put it in another Wft./, frame E' is more restrictive than frame E 
or there is some kind of mapping between the ~Jements of both frames. When 
transferred to our present context, we attach the following meaning to DERIVABLE : E' 
is derivable from E if any or some of the conditions that follow apply: 

D 1-The time interval in E' is a proper subinter\JI of the specified in E 
02-Everything equal (save, mftybe, 01) the Jist of observables or variables 

to be recorded in E' is a sub list of that in E. 
03-Everythingequal (save, maybe, D1 or/andD2) the set of parameters or 

controllable variables determined in E' inc! udes Jhat of E (Note the change in the 
inclusion direction) 

D4-Everything equal (save, maybe, Dl ,D2 or/and D3J the set ofinputs or 
uncontrollable variables determined in E' includes that of E. 

05-Everything equal (save, maybe, D1, 02,D3,D4) the set of state 
variables with initial values in E' includes that of E. 

06-Everything equal (save, maybe, D1 ,D2,D3,D4,D5) at least one of the 
experimental conditions for the component models or sybsystems in E' is 
derivable from that in E. • 

DERIVABLE stablishes a partial ordering on the set of experimental conditions. This 
ordering. is relative to the amount of information that can be gathered through ei£h 
experimental condition. Under this interpretation, E' is derivable from E if its 
associated data set is a subset of that of E. And that gives meaning to the inclusions 
mentioned In D 1 to 05. 

REPETITION stablishes an equivalence relation between experimental conditions. The 
classes must be understood es experiments factorization. More precisely, two 
experimental conditions are repetition one of the other if, everything equal, they differ 
only in that : 

R 1-The lower and higher limits for the time interval of observation are 
shifted by a constant (the interval length remains the same) and/or 

R2-A subset of the parameters or controllable variables have changed their 
values or time series , and/or 

R3-A subset of the inputs or uncontrollable variables have changed their 
values or time series, and/or 

R4-A subset of the state variables have changed their initial values, and/or 
R5-We can find at least that one of the subsystems or component models is a 

repetition. 
The classes given by repetition have at least one element, since every experimental 
condition is a repetition of itself. Usually, these classes will be sets whose elements 
specify a series of experiments intended to an lise the system behavior causes or the 
sensitivity of the system. We can attach to each cless a representative element, this 
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will be the experimental conditions obtained by suppression of the variables and 
parameters whose values are changing within the class elements and/or specifying a 
time interval which includes all the shifted intervals. This representative 
experimental condition will have the property that every experimental condition of the 
class is derivable from it and, besides that, the union of the data sets for all the class 
elements will be a subset of the representative element data set. We will not go 
further, but the re!Jler could notice that this mechanism gives Wfto./ to a hierarchical 
method for the design of experiments. 

An experimental condition is FEASIBLE at the present state of the environment, given 
the cb:umentation we have recorded, if all its elements are defined. This means not that 
the conditions can be applied to BflY mroel or system, but only that it don't introduces 
BfiYlhing properly new. 

Two experimental conditions are EQUIVALENT, given that one is a real system condition 
and the other is mroel condition, if all their elements coincide or can be mapped one to 
one. This mapping must preserve characteristics such as dimensions and units. This 
means that their data sets are comparable. 

The discussion of mroel manipulation serves as a good background in wich the reader 
may understand intuitively the meaning of the TOOLS provided for experimental 
conditions, so we will shorten their description. 

Disp l6V tvoe functions 

SHOW_EC: EXP_CONO-. USER 
SHQW_[)()C: DOCUMENTATION.., USER 
SHQW_GRAPH__OOC: DOCUMENTATION -+USER 

Notice that the only documentation generated for the experimental conditions is that of 
the relations given by composition, transformation functions and by the predicates 
DERIVABLE, REPETITION and EQUIVALENT. 

Create tvoe functions 
NEW_EC: USER.., EXP _COND 

Modjfv type functions 
INSERT _EC : EXP _CQND x USER.., EXP _CQNO 
DELETLEC : EXP _CQNO x USER .., EXP _CQND 
SUBSTITUTLEC : EXP _CQND x USER.., EXP _CQNO 

Operate tvoe functions . 
COMPOSLEC: EXP _CQND x EXP _CQND-+ EXP _CQNO 
ISOLATLEC: EXP__cQND x NAME.., EXP_COND 
IDENTIFY _EC : EXP _CQNO x NAME -+ EXP _CQNO 
SELECT_EC: SELOF _EXP _QJNO x NAME.., EXP _CQNO 
ADD_EC : SET _Of _EXP _CQNO x EXP __cQNO-+ SET_Of _EXP _CQNO 
RELATIONS....EC: SELOF _EXP_COND .., DOCUMENTATION. 
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7 -SIMULATION, VALIDATION AND ANALYSIS 

A central issue for multifacetted modelling was the formalization of simulation and 
validation concepts. In our design of MUL Tl, providing a unified En:eSS and support for 
simuletion, velidation and 81l8lysis of models is a major pl. In this section wee 
discuss a set of tools (of the operate type) and predicates which give a first approach to 
this pl. We begin with the functions related to simulation. Figure 12 shows the tools 
end predicates involved in simulation. 

(
tx-PERIMENT Al~~) 
..... J;;ONDITIONS _ _..., 

(DOCUMENT AT ION) -- -

_...-" - ........ 
l----+11f---+--t' SIMULATION ~ 

·. DATA ./ 
'---­

figul"e 12a TOOLS for simulation 

(,fxp~"AL' 
'-.,CONDIT IONS 
"--~- ---~ . ___.------- ~~ 

COMP _APPL_M 
PARTIAL_APPL_M 

figul"e 12b PREDICATES for simulation 

Predicates In figure 12b plus those In figure 6b, examine the conditions needed for a 
simulation realization. Thus, before trying to simulate a model under an experimental 
condition we must guarantee that the model is COMPLETE, CLEAN and CONSISTENT, and 
elso that the experimental condition is completely or pertielly appliceble to the model. 
Before going on we enumerate the functions and predicates involved. 

COMP -APPLM : MODEL x EXP _COND ~ BOOLEAN 
PARTIALAPPLM : MODEL x EXP _COND ~BOOLEAN 
SIMULATION: MODEL x EXP_COND~SIMULDATA 
EXLSIMULATION:MOOELxEXP _CONDxSELOf _EXP _COND ~ SIMUL_DATA 
EXTEND: MODEL x EXP _COND x DOCUMENTATION~ SELOF _EXP _COND 
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Complete applicability of a condition to a mroel, tested through COMP....APPLJ1, means 
that the experimental condition sets the values for all the parameters, inputs and 
states so its application to the mroel produces a simulable object (without ambiguities 
or undefined terms). Notice that complete applicability depends as much of the mroel as 
of the experimental condition. The latter can be completely applicable to a mroel and 
not to another. 
Partial applicability (PARTIAL....APPLJ1) only guarantees that all the variables and 
parameters specified by the experimental condition appear within the mroel 
specification, but not that all the undefined terms (i.e.: inputs and parameters) have 
been determIned. That can be undestood in two weys: 

a-The experimental condition is designed for a class of mroels to which the 
~tual mroel belongs. 

b-The experimental condition is the representative element of a repetition 
class, whose elements are completely applicable to the ~tual mroel. 

Assumed the second interpretation, we can realize that the simulation of the mroel 
under the partially applicable experimental condition is equivalent to the collection of 
the simulations me under all the repetitions of its class. We thinlc of EXTEND as a 
funclon providing all the members of the repetition class and EXLSIMULATION as the 
collection of simulation realizations for each member in the class. The reader will 
notice that EXTEND can be an extremely comnplex function, but we eill not pursue this 
further here. 

figure 13 Predicates and functions for validity 

Figure 13 shoWs the predicates and functions Involved In the validity Issue. Observe 
that they are mainly predicates, and validity itself is a condition tested by the prildicate 
VALl D. We enumerate the functional formulation: 

VALID: EXP_COND x NAME x SIMULDATA x REALSYs_[)ATA-+ BOOLEAN 
COMP ....APPL..RS : DOCUMENTATION x EXP _GOND-+ BOOLEAN 
PART IAL....APPL_RS: DOCUMENTATION x EXP _COND-+ BOOLEAN 
EQUIVALENT : EXP _COND x EXP _COND-+ BOOLEAN 
OBSERVATION : EXP _COND-+ USER 
EXLOBSERVATION : EXP _CQND x SELOF J:XP ....cOND-+ USER 
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We propose two predicates ( COMP _APPLRS; PARTIAL-APPL_RS) to test the complete 
and partial applicability of experimental conditions to real systems. As for simulation, 
complete applicability is a condition for OBSERVATION, and partial applicability for 
extended observation ( EXLOBSERYATION), both concepts are analcgJus to the 
discussed before: The observation functions must not be interpreted as display 
f~.;~ctions, although their functional pattern induces to think so, they try to represent 
an activity which is properly oone outside MUL Tl and their results are sequences of 
figures that will be introduced in the real system oota set through the function 
NEW_DATA. 

Validity is defined as a comparison between two oota sets : the one obtained by 
simulation of a model under an experimental condition and the obtained by observation 
of the real system under an experimental condition. A previous condition for this 
comparison is that of real system and model experimental conditions equivalence. Given 
this we can discuss the issue of validity under an experimental condition (that of the 
real system). The kind of comparison between oota sets can range from pure equality to 
the evaluation of some measure of "closeness". Different comparison methods will give 
way to different validity predicates. At the moment we have not still precise the 
possible methods intended for MULTI. An special case is that given by the validation of a 
repetition class data set. In this case, comparison could not be oone in a one to one 
fashion, and some kind of averaging will be needed. 

The last point in MUL Tl design, of which we have still not developed a functional 
description, is that of model analysis tools. This tools can range from the classical 
sensitivity analysis, to more recent develrmments such as thP 1escribed by Aracil 
( 1983) and Aracil & Toro ( 1984). The attraction of introducing these tools into 
MULTI will lie in the ease of use that would come from that, as well as in the growing 
capocity of the package. 

8-CONCLUSIONS 

A functional description for a software system (MULTI) is provided. This system is an 
attempt to bring Multifacetted Modelling ideas into the System Dynamics methaoology. 
On going work tries to refine this description and to build a prototype system. Further 
research will be fdlressed to the integration within MULTI of methods for the 
qualitative analysis of models and other software tools, that can be of application to 
System Dynamics modelling. 
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