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According to an implicit Ystart simple" principle widely acceptéd by .
system dynamics practioners, model's complexity must be pngreksively increased
during the modeling.process. How th?k increase in complexity should come

about has yet to be explained.

In this paper, two strategies are discusséd and evaluated. Since a
top-down strategy starts with a high level of aggregation but includes. in
the model all the main variables since the first formulation, it is to be
preferred to a bottom-up scheme. loreover, the top~down strategy ensures
the global coherence of the model at any stage of its conception and appears

to be much more consistent with the system dynamics philosophy.

This paper emphasizes the need for an adequate computer modeling language
and briefly describes a first attempt. The main property of -such a language’
is to allow a hierarchical description of models, where any composing unit ’

can be altered without the need for a complete recompiling of the whole.
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1 - THE “START SIMPLE" PRINQIPLE

The systems analysis and modeling process is, in its very nature, progres-

sive and iterative. Once the goals of the study ~ the questions to be ansvered
by the model - have been stated, the analyst defines a first simple model
which will be expanded when necessary. Every (??'aystems dynanics practioner
will agree on this start simple principle, but no precision has ever, been
given to the method of expanding the model. Although it is qertainly impos~
sible to settle preklse rules, some general guidelines'can be provided to

assist the system analyst.

IRelationships and variables are added to a model either because a class
of system phenomena have been neglected in the past, or because the level of
aggregation appears too broad to satisfy the objectives. On the other hand,
relationships are removed when they link variables which appear to have no
influence on the dynamics of the whole or when they embody an unnecessary
. fineness in the level of aggregation. As a direct consequence, the question
of gradual model's expansion is directly related to the problems of choice

of variables and of the level of aggregation.

The aim of the guidelines presented here is to reduce as far as possible
ihe number of removals or replacement of relationships. These alterations are
fndeed very costly, since they generaly force the modeler to recompute the
corresponding data (parameters and initial values) and alwvays necessitate
structural modifications of the mode!. All these manipulations consume com-

puter aud-analyst time without bringing further understanding.

The guidelines take the form of a building strategy which explains how
to increase the complexity of a model. Two main options are available, both
of which make great use of the notions of sub-systems and sub-models. "Sub"
is the name given to any part (= set of variables and relations) of the
system an& of the model under study. We shall formally represent such a part

as a base supplied with inputs and outputs, as indicated in Figure }.
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1 ~ BOTTOM-UP VERSUS TOP-DOWN

While fo;lowing a bottom-up stratepgy, the wodeler firat concentrates on

a well-know or easy-to-model subsystem, He builds and tests the corresponding
submodel by feeding its inputa = the variables not defined by the submodel
but which intervene in its dynamics ~ with exogenous time series or with in-
formation supplied by an over-simple environment model. In the same way, he
builds the other sub-models and, by making them interact, obtains a global

~ model which constitutes the upper level of a beginning hierarchical structure,

On Figure 2, which visualizes such a process, all the interconunections
are direct, that is, an output from a box is a direct input to another box.
Such is rarely the case in reality. An input to a box is generally obtained
as a functional combination of other box outputs. These linkAge equations

constitute the dynamics of the new level.

The model obtained can itself be considered a submodel whose inputs
are all the variables which have not been internally defined and whose out-
puts are all the variables supposed to feed into the other submodels now to

be connected. Each time a new level is constituted, the limits of the system

are widened. The process stops when, regarding the questions of interest, all

the phenomena have been included. Clearly, however, this convergence is not

generally ensured.

On the other hand, a top-down strategy tends to include in the model all
the relevant relations and variables as early as the first formulation. In
order to keep with the “start-simple" principle, a very high initial level of
aggregation is then required. Indeed, some of the phenomena will not be com~
pletely described. They will appear as black boxes whose outputs are in fact

inputs for the present model level and participate in its dynawmics.

In order to test the model, such outputs have to be fed with time-series
or with simple equations, which will be replaced by more complete and detailed
submodels when the current level of aggregation will appear to be insufficient.

At their turn, these submodels will be composed of equations which link black

boxes. Each time a lower level is developed, the level of aggregation is redu-
Loput .—-...-.’ —————’ Output ced, and the process continues until a satisfactory level of aggregation is
variables ot - variables reached,
Fipure 1. Symbolic vepresentation of sub-model or sub-system
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The tdp-down conceptiog does not inevitably imply modular design as we
N " assumed up to now. In practice, due‘mre specifically to the lack of an ade-
TOP-DOWN ‘quate computer modeling language, a new model will be reformulated each time
. ’ a black box is opened. A hierarchy of models is then obtained, instead of a
A ) - ’ o hierarchically structured unique model. Anyhow, the basie principles are
identical in both cases, although s modular design presents self evident

' LEVEL advantages concerning the reduction of the apparent complexity of the model, :
7, N~ 1 ’ Figure 3 sums up the presentation of the two strategies by showing the
!l \\ : trajectories followed by an analyst in an h.ypothetic_al twvo dimensions space
et _"J in either case. It is a highly simplified diagram since, in fact, the level
"\ 7 of apggregation and the limit of the system are not each other independant.
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"Top~down and bottom-up strategies as trajectories in an hypothetical concep-

tion space".

bottom-up strategy, although their procedures are certainly not so schematic

L
/
/
4
ide
- G > SI __—; 3 ' . Because of its apparent facility, most model makers have decided for a

l g 2 53 . : it would appear from our description. Ilbwever, a top-down analysis is much
> . ’ ) more consistant with the systems approach, since at any level the emphasis

is on the interconncctions rather than the very details of the phenomena in-

volved. Moreover, the global point of view has a central role from the begin-~
ning. On the other hand, the use of a bottom-up strategy supposes that a mo-
v deler can study a part without knowledge of its euvironment. Such an accom-

plishment is not possible lowever without the trials and errors which every

BOTTOM-UP

modeler wants to reduce.

Fig.2
BO‘H'OM‘DP Vs "OP °d0WV‘
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111 - EVALUATION OF THE TWO *STRATEGIES

This evaluation will be conducted while detailing the various stages of
each strategy displayed in Figures 4 and 5.

When using a bottom-up scheme, the initial problem is to fix a-priori
level of aggregatidn for each subsystem of the lowest level. This choice
may have several motivations. The analyst could want to disaggregate at a

given level because, for him, complexity and size of model are synonymous

with validity and scHousness. In the case of a demographic submodel for

. instance, he may decide to take into account eighty age levels and thereby

hopes to increase his chances for a realistic model. Another motivation in
the choice of level of aggregation may be the availability of corresponding
data. The modeler rarely has at his disposal the necessary data without
transformation and he could be tewpted to fit the structure of his model

to the available statistics.

Many other reasons can be involved in aggregation decisions, such as
personal knowledge and the available litterature. The only valid rationale

of course is really wether or not the level selected will allow to answer

the questions raised at the beginning of the study. But it cannot be denied

that all the reasons listed above intervene in practice. This intervention
is quite unavoidable when the choice must be made without knowledge of the

other parts of the model.

sﬁppose that all the submodels nssoéiated to a part of the systeﬁ under
study have been built. This part of the system may have been defined in
various way. It may have been delimited according to a well defined disci-
pline : ecology, financial economics, demography and so on. In the case of
a big projeét involving several subgroups, it can be simply the product of
overall planning. Then, the following step comsists in linking the sub-
models to get a model of the superior level. The linkage equations define
the necessary outputs of gach submodel and the inputs to the present global

wodel. Problems 8f linkage cohcrence may (and probably will) then appear.

The modeler may recognize that one or more submedel is unable to provide
the information some other submodel nceds. These findings neccss}tate a
reconsideration of submodels involved and the transformations of structure
thus implied can be very important : they can affect both the lcvel of ag~

gregation and the limits of the subsystems. The level of aggregation at
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FIGURE Y.
BOTTOM-UP STRATEGY
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Fleures -

1 is indeed heayily dependent on the precedent choicéu even
s given level is indeed heayily dep p ] N Top-00HH STRATEGY

" after several iterations, unlass the modeler decides upon a complete refor-

mulation, as happens quite frequently while ‘using the bottom-up strategy. . -
In the other hand, the complexity of one or more ol submodel may appear Elaboration of the mode! .

useless for the amount of information needed by the other submodels of this C o of the whole system ‘

level. Although useles; complexity does not by itself necessarily requires

reformulations and alterations, it can lead to a.much bigger model‘than ne- ° ‘ ) - o : Return on

cessary, with all the well-known consequences for subsequent understandings : . . Test the inter-

and applications. . ’ ‘ o | . gznzﬁﬁtlggs
Moreover, errors of formulation may appear much later in the study where ‘ ) ) level —~

they will have much more severe consequences when, for instance, work of se- ’ . | Satisfactory regarding No

veral groups has .to be joined. To avoid trouble requires a level of inter- . its global behaviour ?

communication which in practice is very difficult, if not impossible, to sa-

tisfy. Yes

Satisfactory regarding No
questions to answer ?

In short, the confrontation between the emerging model and the goals of
the project generally occurs too late : many irrevocable choices have been
already made. The result will be often a partial failure even if the final

report tries to say otherwise. - Yes .
Disaggregaiicn = opening

With a top~down strategy, the inicial problem is quite the same as with
of black boxes = writing

: a'bottom~up approach. The analyst has to define a level of aggregation, but . End _
this time the choice is easier and less decisive. As previously explained, } ' } of the assuciated models
some subsystems are enclosed im black~boxes for which the level of aggrega- |

tion will be established later., The present choice implics only the inter-
connections. Since the whole system is under consideration from the begin-
ning, it is much casier to conciliate the level of aggregation with the

objectives of the study.

The model can be tested by using time-series to feed the outputs of the
submodels, which then arc inputs for the present level. However, it is much
more efficient to use simple over-aggregated submodels instead, since then
feedbacks exist between the inputs and outputs of the boxes, making the test

more useful and realistic, °

The black boxes are opened —-that is, their associated models are disag-
; gregated- whea the dynamics of the whole apparently cannot be correctly re-

preseated or the present model does not provide the variables which could

answer the questious. In any case, Lhis disaggregation is preatly assisted
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by the previous definition pf the interconnections, which include the inputs
and outputs of each submodel. The analyst has two guidelines at his 'disposal 3
the variables which must be used by the subhudel: and xhe,yarinbles vhich
must be generated. The minimum level of aggregation is determined in this
way, and coherence with already defined parts of the whole model is ensured.
The same argument helds when the analyst wishes to take advantage of exis-
ting generic submodels or dynamic structures. Strictly speaking, such a .
practice is a violation of top-down principles. But we are interested in
_developing guidelines, not rdles; gso variations have to be accepted. The
obvious danger in using generic structures lies in the tempfation to force
the analysis and the model to fit the features of the structure which, in
fact, may have been defined in a totally different context., Such a danger

is considerably reduced in a top-down analysis since the context of use of

any submodel is defined before the submodel itself.

The proceﬁs will go down until disaggregationlvoses further merit.
Returns on previous levels will of course take place from time to time when
the constraints imposed by a superior level canhot be satisfied. In any
cases, they will be very limited in extension and number, because, in opposi-
tion to the bottom~up scheme, the analyst does not have to make a priori

choices and coherence of the whole is insured at any stapge of conception.’

Moreover, the complexity thereby obtained is certainly minimal. If
the modeler has disaggregated one submodel too far, he goes back too an

earlier less disaggregated version.

Finally, lop-down analysis and modeling present some more practical
advantages concerning documentation and reliability of the project. If a
modular approach is conjointly used,the resulting model displays a hierar~
chical structure as shown in Figure 2. The documentation report can then
also follow a top-down procedure while‘deséribing the model. The emphasis
is put on the overall structure and assumptions of ;he model. The reader
has not to bother with very details if he does uot want to or has no time
for. Obviously, this reduction of apparent complexity comes also into play
during the modeling phase. Unfortunﬂle!y. no computer modeling language

allows for structural deseviption in a suitable way. The softwarve described

in the Appendix is a tentative realization in that dircection.
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‘The incrcased reliability of a project is directly related to the way
the model ‘is developed. With a top-down strategy, a working model exists at
any stage of the study. Communication between modeler and client -if any-
is therefore improved, The same with the modeler' morale since the progress
in the project is much more apparent. Finally, if accidentally the project
budget is cut back or the deadlines cannot be respected, an operational and

complefe, although siﬁplificd. model is nevertheless available.

CONCLUSION

The dop-down strategy and its associated computer language have been
applied during the actual development of a urban regional model (4), The
project focuses on the dynamics of interurban migrations in response to
local employment variations. Although the goals are far from being attained
at the present time, a simple model already exists which allows the study
of the interurban linkage equational At that level, each city involved is

modeled through elementary equations.

These models will be expanded only when a satisfactory formulation of

the current level will be retained.
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APPENDIX
. - N -
The neced for an adequate computer language in the. context of modular top-

down modeling approach has been emphasized in this paper. Such n.langunge*
has been defined and implemented. As it has been thoroughly described else-
where (2,3) and as its functional properties are similar to those of other

“continuous simulation" languages, this Appendix will only present its struc~

tural properties.

The description of the two modeling strategies has made great use of
the term submodel with the meaning of "part". In fact, two main types of
submodels can be distinguished which differ due to their interpre@ation re-

garding the system.

The aim of geogr#phical partitioning of a model into regionslis to allow
for spatial disparities. Each compos}ng region is considered an open system
in the sense that its frontiers are crossed by material flows, partly con-
trolled by its internal dynamics. The dynamics are described by an associated
model., Each region can in turp be divided into subregions so that.the re—
sulting structure is a hierarchy, the levels of which are called geographicai
levels. In the lnnguagé, the same generic modeél can bé assigned to several

distinct regions, with different respective sets of coefficients.

Each model associated with a region consists of sectors. This division
has the aim of reducing model complexity and permitting a progressive top-
down construction. To each sector, a list of inputs/outputs indicating the
logical connections with the other sectors is attached. Within a region, the
inputs or outputs of a scctor which are not connected to other sectors cor-

respond to interregional relationships.

For cxample, the following text :
Sector S(B; C, F);

si(B, E; B, G);

s2(G; ¢, 1);

S3(A, D; F, E);
End 85

defines the structure displayed in the lower part of Figure 2. The description

of such a sector as S| may be provided anywhere in the text and can be used

® LABESIE ¢ LAngage de Blscription de Systiues Bidrarchisdés
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several times as needed, wgth different sets of parameter and initial values.
Each sector. description can include declarations and relationships to other
sectors. This inclusion facility defines a hierarchical structure which

coexists with the geographical hierarchy.

-The majority of present day simulation languages offer possibilities
of definition and insértiop of macros, generally in a recursive manner (1).
Nevertheless, macros are not apt to encompass the type of structure described
above. First, macro mechanisms are generally hard to handle because of their

universality, For instance, parameters, initial values and tabulated func-

" tions are associated to different macro calls (expansions) in a particularly

‘inflexible fashion.
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