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ABSTRACT
continually changed and altered, and it is clear that more effective
for accomplishing this can make modeling easier and faster. One
common way that models are changed is to remove selected pieces of structure from
the model. This type of model alteration can be done for debugging a model, for
tuning a model, and for performing policy analysis. In this paper we present
techniques that automate the processes involved in removing components of model
structure. By taking out some of the drudgery of changing a model, and
guaranteeing consistency in the resulting altered model, the techniques greatly
enhance modeling fluency and speed. These techniques are implemented in a.
software package that is part of Professional DYNAMO.

Models are
techniques

INTRODUCTION

Often in the process of model development, analysis, and presentation it is
_ desirable to alter the feedback structure of a model., Such alterations can range
from the addition or deletion of a few measurement equations, to the complete
rebuilding of a model’'s feedback structure. Modification of structure is time
consuming and error prone, In this paper we outline a procedure that allows more
. automated structural alteration when the goal is to remove or inactivate selected
© model components. The automated procedures save the modeler time in the initial
“-alteration of structure, and allow easy replication of the restructuring process,

We begin the paper by reviewing typically encountered situations in which
. structural alteration can be useful, and the common features of these situations,
"We use these common features to characterize the information necessary to

restructure a model, and the nature of the restructured model. Information is

- recast into the form ne:essary to use the restructuring program that is available
as a supplement to Frofessional DYNAMO Flus. Following this, we present the
theory of model restructuring more formally, discussing both the required

‘information, and the algorithmic approach used to accomplishing restrugturing.

Finally, we present an example illustrating how the restructuring prngram
described can be applied to an actual model.

" THE STRUCTURE OF MODELS

It is true that structure determines behavior, and clearly modelers determine
structure. Still, it is often the case that modelers are faced with the task of
“inding out why the structure they have created is behaving the way it is.
Forrester {1961 Appendix N) describes a situation in which a number of decision
makers, working to accommodate seasanality, in fact induce seasonality.
Forrester (197{) describes why things often work counter~-intuitively, and the
importance of understanding surprising model behavior is widely recognized.
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Homer (1983) describes techniques for dealing with the behavior of specific
components or substructures in a model as a means of validation,

There are two important points that are common to the above issues, First, the
behavior of individual structures within a model is not sufficient to determine
the overall behavior of the model. Second, it is much easier to evaluate the
behavior af an individual piece of structure than that of the full model. 14
‘surprising or irregular behavior can be traced to a specific component of the

model structure, its validity can be judgeéd in the context of that component of
model structure,

There are three phases in the model development and analysis process where
dellneatxng key structures driving behavior is of great importance. The first,
ig at the initial model development stage, when it is necessary to just get the
model working without numerical overflow. The second, is in the validation
stage, where it is necessary to have the model produce good, or at least
sensible, results. And the third phase, is in the understanding of what policies

are likely to be useful and why. The issues are somewhat different, but there is
a great deal of overlap,

Problems arising in the early stages of model construction are often very coarse
in nature. A nodel may “blow up,” with exponentially increasing variables
_tausing simulations to abort early on. The sources of such behavxor -may .be
obvious (for example sign reversals in accounting identities) but they can still

take time to track down., Problems cannot always be isolated when the bad output
from a sector inflyences the rest of the model, because the input to the sector
is also likely to show the problenm behav1ar.

Finding the source of odd and inexplicable behavior can be accomplishedfﬁyithe .
successive removal of pieces of model structure, until the structure; or Iinking.“
of structures, responsible for the ‘problem is found., Stroctures and’ components

within a model can be removed by making the key variables that feed back into thes =

rest of the model exogenous, or in some cases constants. When this is done the =
putput of different model sectors can be reviegwedy if sone outputs of a sector
display problematic behavior, while the inputs to the sector neem okay, there is
a problem in the sector. :

To actually decouple elements of structure, variables‘that‘suitch between
endogenously generated values and exogenously specified values are often inserted
into a model. The resulting equations tend to complicate the sodel and make
maintenance more difficult. There is also a tendency to clutter the model with
all the names of the exogenous variables and the associated switches that
together simply act as a substitutes for endogenous variables. In writing .the
new equations all locations where switches and alternative variables are
necessary must be identified, This is very t1me consuming and tends to 1nterrupt
the flow af tracking down behavior.

Closely related to this process of tracking down problematic model behavior is
that of adjusting model parameters to attain acceptable historical fit. In the
parly stages of this process it is often desirable to reduce the amount of
feedback to make the problem more tractable (Homer 1983), The difficulty in
adjusting model parameters, with all model feedback active, arises for the samse
reason that problematic behavior is hard to trace. Mistorical inaccuracies in
any variable are likely both caused by and causing inaccuracies in other )
variables. Adjusting a set of parameters appropriate to one or more variablés
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may simply be compensating fbr the fact that there are other variables in the
madel that are not right. In such situations finding parameters that

_ simultaneously make a large number of variables historically accurate can be very
time consuming.

The solution to this problem of parameter adjustment is precisely that used for
problematic behavior. Feedback can be cut out using switches that substitute
exogenous values, usually historical values, for different variables. With these
switches in place the modeler can work on individual components of model '
structure, As the components become acceptable the parameter values obtained can
be incerporated into the full model, and feedback restored. The full model can

‘then be used as the basis for final parameter adjustment which, normally, will be
slight.

After problematic behavior has been removed from a model and the parameters have
heen adjusted to the satisfaction of the modeler the model should be an effective
tool for analyzing and explaining problems and policies. Much of this
_understanding and explanation is in terms of fundamental feedback paths.
Understanding comes about through working with the model and conducting a variety
of different experiments, Typically, this experimentation involves the isolation
of structures that are key to causing the problems, and making policies .work.
This can again be accomplished by deactivating selected structures with switches,

where such switches are likely to be more selective than in the earlier modeling
phases, o

There are also more analytical ways of arriving.at the fundamental elements of
structure responsible for determining behayior. Ferez-frriaga (198l) outlines

" techniques for identifying important model levels, Forrester (1982) outlines

techniques for determining important model causal loops. In this work there is-

a, possible implicit, removal of structure. The removal.is not completely the

same as that we are describing, though Eberlein (1986) applies our approach to

restructuring.in this context. -

The commen element in the above discussion is the alteratiaon and selective
removal of feedback paths. In small models this can often be easily accomplished
by the addition of switches or the explicit alteration of structure. As models
become larger, however, the difficulty of selectively removing structure
‘increases very rapidly; the number of potentially altered variables as well as
the number of times those variables are used becomes very burdensome. The
partial removal of feedback through, for example, omission can also cause
difficulties because the model will be different from what it was thought to be.
For all sizes of models techniques that automate the alteration of model
structure and enforce consistency have great potential benefits,

The cutting of model feedback links by the creation of switches does not
necessarily take complete advantage of the less complicated feedback structure

. that results. If the full model is still retained for simulation purpcses, even
though many variables are being ignored, the computational requirements of
simulation will be as high as for the original model. It .is possible to make a
model smaller by pulling out selected pieces entirely, however, the difficulty of
fixing up loose ends and later putting the pieces back in, tends to make this
impractical. Even when large quantities of structure have been made inactive,
simulation can still be as time consuming as it was for the original model.
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AUTOMATED RESTRUCTURING

The approaches used in altering the feedback structure of a model typically
involve two steps: first, the identification of a set of structures or variables
of particular interest, and second, the severing of feedback links. In
automating restructuring we emulate this,; working with groups of model variables
to be retained, and groups to be made exogenous. In this section we specify the
form and content of the information required for our automatic restructuring
algorithm to work. The software we have developed then creates - a restructured
model based -on this information. The discussion in this section is heuristic and
explanatory, the formal theory behind the algorithms used to accomplish
restructuring is presented in the next section. For a more detailed discussion
of the actual procedures involved in performing a restructuring the reader is
referred to the program documentation (Professional DYNAMO 1987).

In restructuring a model attention is focused on those elements causing trouble,
or being compared to data, or of policy interest, that are closely related.
Normally, variables that have short causal paths connecting them would be grouped
together. In such a grouping a few key variables will be the most important to
consider. Such variables are often those for which data are available, or
generally important concepts for the system being modeled. In the approach to
restructuring we use, these key variables will be the ones that need to be
-identified by the modeler. Subsidiary variables, closely related ta the

variables of interest, need not be 5pec1f19d they will be kept autamat:cally if
needed. .

In severing feedback links we work with :the model variablss, just as switches

that move a variable from endogenous to exogenocus do, Often, making a variable
gxogenous entails cutting more than one causal link, nonstheless, the conceptual
process is still one of cutting links. The selection of variables to be made
exogenous is, in some sense, the opposite of the selection.gf variables to focus
on. Key variables outside of the area of focus, that influence the area of focus
are clear candidates to be made exogenous.

The modeler needs to take a more active role in deciding what is to be made
exogenous. MWhile what is important to retain is usually quite clear, the
feedback links existing between the unimportant elements and the important

" elements of a model can be subtle, and difficult to find. To effectively exclude.
elements of structure all of these feedback links need to be identified. The
amount of structure to be retained is made larger by feedback. This is an
advantage, in that important things will be kept, but a disadvantage in that
“unimportant things will also tend to be kept. - It will often be necessary to make
more than just a few important key variables exngenous.

Followiﬁb the above logic, the inputs into a model restructuring are tuwp lists,
the first of variables to be retained in the restructured model and the second of
variables to be set exogenous. The restructuring algorithms then determine the
restructured model., We outline the steps involved.

First, and optionally, the modeler may wish to trace through the causal structure
to find the largest possible list of enodenous variables. A variable is
effectively excgenous if its value can be determined based solely on other
exogenous variables. That is, & variable can be made exogenpus if it is not
involved in any feedback. When a modeler sets a variable to be esogenous, it is
possible that other variables are effectively made exogenous. Depending on the
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" model and purpose, setting all possible variables as exogenous may be desirable.
This practice can reduce the size of a model by eliminating intermediate
tomputations on exogencus variables. On the other hand, if a small number of
exogenous variables drive many more, the required number of exogenous variable
inputs to a model can be driven up. Under these circumstances, if the mechanism
for .automatically determining additional exogenous variables is invoked it can
result in a larger list of var:ables to be set exogenous.

Given the lists of varlables to be retained and variables to be set exogenocus a
new simpler restructured model can be assembled that contains only the variables,
endogenous and exogenous, required to compute the retained variables, The
restructuring starts with the list of variables to be retained and identifies all
~af the model variables involved in feedback loops with the retained variables.

In addition, all exogenous variables necessary to compute the retained variables,
and the variables on which they depend, are identified. Feedback links invelving
‘exogenous variables are not used in use in identifying the variables to retain.
‘Rather, when an exogenous variable is edcodntered no further dependencies are ~
cansidered. The resulting model containg Bnly what is essential to computing the
retained variable ngen values fer the ‘exogenous var1ables.

The equations for all the kept endogenous varxables are the same as those in the
priginal model.,” The equations far the .exogendus variables are no ‘longer needed,
since the variables will be input exogenously. Any other variables and their
equations are simply dropped. The resulting model, with more limited feedback,
serves the requirements of isolating the sources of dynamic behavior, and,
because extraneous variables are simply dropped, the model size will normally
decrease substantially., The model that results is a working DYNAMD model (in
either compiled form or as a model listing) that can be used as any other model.

While the resulting model is definitely smaller, it is likely to have a number of
exogenous variables that were pot in the original ‘model. In order to sinulate
the model values are required for these exogenous variables, The preferable
source of these values will depend on the purpose aof the restructuring. For the
purposes of building and validating models the most appropriate source of
exogenous variables is the available historical data. When histaerical -data are
not available, or it is not desirable to use them, the original model can be used
to generate the exogenous variables. This can be done by -simulating the original
model and saving values for the noeded exogenous variables. Finally, it wWill
often be appropriate to set exuogenous variables to some constant value when
working with the restructured model.

There are a cpuple of points relative to arrays and macros that should be
mentioned, The discussion in this paper is all stated in terms of variables, and
_if there are neither macros nor arrays in a model the meaning of this is glear,
‘When there-are arrays the entire. array is treated as a single variables, " Thus if
one element of an .array is kept, or made exogenous all are. Second, the nature
6f macros is to increase the number of variables that are hidden - those
variables that exist and are used for computation but are never seen by the
‘modeler, Tb be consistent with this hiding, macros, like arrays, are all or
:ntone. If something within a macro is kept, the whole macro is kept.

2 The determ:natxon of ipnitial conditions may involve the inclusion of
additional variables as well as the alteratxon af some actlve equations to

“initial yalue equations.
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The model resulting from the restructuring we have outlined has a minimal number
of ‘variables., For the purposes of computation this is preferable to a model that
removes feedback but retains all variables. However, sometimes it is preferable
to cut the feedback in a model while, at the same time, retaining all of the
model variables. This permits the inspection of what the model would have
produced for a variable’'s values, Most commonly, this would be useful when
parameters are being adjusted on the basis of a variable, but that variables
value is not desired to influence any other variables in the model,

To accommodate situations in which computed values are alse

desired we define an intermediate class of variables which we refer to as mixed
variables. For the purposes of restructuring mixed variables are treated as
endogenous variables, For the purposes of simulation all eguations using a
mixed variable use an exogenously supplied value, but the simulated value is
created for review. Mixed variables have the further advantage that they can’be-
applied selectively to elements of an array. This allows mxxxng of endogenaus
and exogenous xmpacts for a given subscripted variable.

The approach to restructuring we have outlined is ‘stratghtforward and intuitive.
The resulting models are consistent with Professional DYNAMD Plus and can be
created in either compiled form or as a new set of model equations. The use pf
an algorithm in the creation of the amodels guarantees consistency, so that the

models are always well formulated. GSuch an automated technigue can substantially
reduce the time needed to alter a models structure,

FORMAL THEORY

Intuitively the ideas behind restructuring a model are very straightforward.
First determine all the variables that need to be kept, second determine what
variables can be made exogenous and third find all the feedback loops that go
through the variables to be kept But not the exogenous variables. The feedback -
loops found in this way are what need to be kept. If one goes to a stock and
flow diagram and cuts and traces in the above manner the result will be a
restructured sodel. However, short of actually going to a causal loop diagram,
some formalism is required to state fully the techniques of restructuring. ' We
present in this section a brief description of the algorithms used to ac 'mplxsh
restructuring. The discussion essentially repeats that of the previous sﬁctxon
in a more formal manner.

In the presentation of the formalism we use x,y and z to represent any variables
in a model. A name enclpsed in curly braces {as in (RETAIN}) is used to denote a
set. When the name of a set.ig in upper case it indicates the set is defined
globally, lower case indicates a definition local to a function or operatar. The
symbol € is used to indicate that a variable is an element of a set, while €
indicates that a variale is not an element of a set. (s indicates the union of
two sets and R the intersection. <{al} - (b} indicates the intersection of {a
with the complement of (b}, that is, any elements of (b} that are in {a) are
removed.

Prior to beginning the restructuring it is assumed the two sets {RETAIN} and
{BET} have been defined: (RETAIN} consists of all variables that are to be
retained, {SET} of all variables that are to be set exogenous,
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We first define -> (arrow) as a boolean cperator such that x -> vy is true if
there is a direct link from » to y and false otherwise. Note that » -> y does
not imply y -» %, and will, in fact, rule this possibility out in many cases.
The arrow operator could equivalently have been defined as true if x appears in
the equation defining vy, and as false otherwise.
The goal of the restructuring is to grrive’at a new set
{KEEPY = {y | y =¥ 2,4, z;'-> Zr e anl =¥ Ty T "E ¥,

w f (RETAINY, 2.,...,2. € (SET} ' ' i IS
of variables that are kept in {héafestructured nodel and a second set

((EXOG3 = (KEEF)} 0 {SET} , , v ‘ Y3
of variables requiréd as exogenous inputs into the model.
The set (KEEP} is clearly a finite set, but 2 practicsl way of arriving at it .

needs to be. specified. We use the arrow operator in order to define the set
valued function '

{define{{list})}: = {z | z -> %, x € {list} ¥ . . : (3
{define({list})} gives the set nf all variables that directly enter into the
determination of every element of {list}. The {define()} function can, in turn,
be uced to set up the recursive function {include({add3,{list?} with the
following algorithnm

Step 0: I+ {add} is empty go to step S

Step to {current) = {define({add})} {/ {list}

Step 2: {new} = {define({add};} - [{list} U {BET}}1

Step 3: {include} = {include{{newl,{current})

i

Step 4: finished
Step 9: {include} = {list}
Step é6: finished

The set {include} returned by this functiop is given in either step 3'or step 5.
This set contains all of the variables that are needed to calculate {add},:plus
all variables in (list}. BN

To see that {include()} will terminate after a finite number of recurs first note
that if any variable » is an element of {define{add}} then x will be an element
of {list} on successive recursions, Since there are only a finite number of
variables and recursion continues only as long as {definetadd)} is non-empty it
follows that there can be only a finite number of recursions)

With the functien (include} thus defined we can set



“THE 1987 INTERNATIONAL CONFERENCE OF THE SYSTEM DYNAMICS SOCITY. CHINA187

{KEEP} = {include({RETAIN},{RETAIN})} (4)

To show that this generates the right model! we note that if y -> z and z £ (KEEF}
either v € {RETAIN) or y € {BET} or because y ¢ define(z) at some recursion y €
{current! and therefore y € (KEEP)Y. In particular, if y -> 2., 2. -» 2z, ...
Zn-y => Zmy Zn ~2 %, x € {RETAIN}, and z:y...,2~ € {SET}} then y € {(RETAIN}.

In discussing the procedures for restructuring a model we considered the
possibility of making an exhaustive list of paotentially =xogencus variables. We
do this using the recursive boolean function trace{{check},{hold}) intended to
determine whether a set of variables is completely exogencus.
trace{{check},thold}) is defined with the fullowing algurithm

Step 1: {potential} = {check) U {hold}
Step 2: {(new} = (define{{check}}} ~ {SET:

Step if {new} is empty go to Step 8

4
-

Step 4: {currentl = {(new} 0 <{holdl

Step O: if {current? is empty go to step 10
Step 6: trace = FALSE

Step 7: finished

Step 8: trace = TRUE

Step 9: finished

Step 10: trace = trace({new},{potentiall)
Step 1i: finisghed

To see that trace() will terminate after a finite time note that {hold} is a
growing set that is bounded above by the total number of variables which is
finite. If, in any recursion, the set does not actually increase in size the
algorithm terminates because {new} is empty. Since {(hold} is bounded in size and
the recursion terminates as soon as it stops growing it follows that the
recursion must terminate,

If there is a causal path from ¥ to y Step 2 of the algorithm guarantees that the
path will be followed to y. Feedback from » to y similarly would return to the
point where x € {define{z}} so that x € {new}, but since x € {hold} the routine
will return FALSE., Conversely, if x is exogenous, it ultimately depends only on
{8ET} (and constants and possibly time! sc that {neu} wxll eventually be eapty
and the procedure ulll return true.

The function trace is inclusive in the sense that. i any element of {check) is
determined not to be exogenous all will., Thus it is necessary to iavoke trace
for every variable in a model individually in order to determine if the variable
can be made excgenous,
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We have set out a procedure for arriving at a restructured model given an initial
collection of variables that can be made exogenous ({5ET}) and variables that are
important ({RETAIN}). 8o far we have only dealt with the actual variables to
keep or discard, but the equationz for the variables follow directly. If x €
{KEEP} and x is not exogenous then {define(x)} € {KEEP} so that the original
equation for » can be retained. If x has been made exogenous the equation for
can be discarded. Note that {define()} will be different if used for
initialization equations then if used for active @guations. Thus the ‘active and
initial condition inclusions can be detsrmined separately by the execution of
{include()} with two distinct (define{)} functions. Mixed variables, as
discussed in the previous section, do naot require any alteration in feedback
structure but only a rewriting of equations, '

The above discussion outlines formally what is required in arder to restructure a
model. The algorithms, because they require little numerical computation, are
guite fast. By construction the resulting model will be complete and well
formulated., No simultaneous equations or indeterminate initial conditions will
arise when the model is restructured. The resdlting model can stand on its own
as a model of part of a process., The existing exogenous variables only represent
a redefinition of the model houndary.

AFPLYING RESTRUCTURING

Automated restructuring is proving its worth in the modeling effort ar Pugh-
Roberts Associates. A recent exapple serves to illustrate the power of the
-techniques. In late 1986 and early 1987 we developed a model for one of the
principle pension fund managers in Chile's privatized social security system.
Early in the validation process the model was tuned to historical data.
Subsequent tests of the dynamit responses of the model, however, revealed that
the formulation for salesmen was flawed. After rewriting the salesman equations,
we were faced with the problem of retuning the model. )

The relevant feedback structure of the model altered by the new equations is
sketched in Figure t. We use the fictional name "AFP" for our client in order te
preserve confidentiality. Among the factors affecting the decisian to hire
salesmen is the market share of affiliates (workers affiliated with a particular
pension fund manager) and the strength of competitors’ sales forces. BSales '
“force, in turn, affects the number of affiliates as well as salesmen hiring.

Affiliates and salesmen form a tight complex of feedback loops. Model output
after the alteration of the sale force structure indicated substantial

© differences between the simulated and historical values for AFP's sales-force,
the sales-force of competitors and the number of AFY¥ affiliates, We felt that
retuning to achieve a better fit would like yield more accurate paranmeter values.
A better fit would also bolster confidence in both the structure and the new
parameters.

To retune we used the restructuring program now availabhle in Professional DYNAMO
Plus to break the structure into the three simpler ones illustrated in Figure 2,
the first structure takes affiliates and AFP's salesmen as exdgenous, making it
straightforward to discover the parameters governing competitors’ hiring
decigion. The second structure takes affiliates and competitors’ galesmen as
enpgenous, permitting the easy uncovering of the parameters affecting AFP's
hiring. Finally, AFP’'s and competitors’ salesmen are taken as exogenous,
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Figure 3
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Structure 1: AFP Salesmen, AFP Affiliates and Competitor Structure 2: AFP Aft‘ﬂiliaieé, Competitor Affiliates, and
Affiliates are exogenous in order to tune Competitor Salesmen are exegonous in order
the Competitor Salesmmen decision. ) to tune the AFP Salesmen decision.
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Structure 3: AFP Salesmen and Competitor Salesmen
are made exogenous in order to tune
the response of Affiliates to Salesmen.
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permitting us to get a fix pn the parameters governing the affiliates’ response
to the activities of the salesmen,

Having decided how to break up the complex of feedback loops, we next chose
sources for the exogenous inputs. We used historical data on affiliates and
AFF's salesmen as the exogencus input to the ¢irst structure, achieving a very
good fit for competitors’ salesmen., Fecause the data on competitors’ salesmen
are yearly, and available only from 19B4, we used the continuous output of the
tuned first structure (beginning in 1982) as the exogenous input to the second
structure, Finally, we used the continuous sales-force output from the first twe
structures as the exogenous input to the third structure in order tn find values
for parameters governing affiliates’ response to salesmen. i

Putting the parameters resulting from tuning the three individual structures
resulted in a good fit far the full model, differing little from the fit for the
individual structures. If we had tried to tune the full model all at once things
would not have gone as smoothly. For example, putting in the correct parameter
values for the competitors’ salesmen decision without alterlng ather parameters
in the original model does not improve the fit over the untuned quel. The set
of parameters that would improve the fit using the full model would be different,
and on tuning the other components of the model would need to be altered. Full
model tuning would have been a repetitive and time consuming process of tuning
and retuning the same parameters.

Cutting feedback loops and using exogencus data for tuning purposes got us a
better fit faster. The restructuring program provided a quick easy means for
breaking the model up into smaller pieces and, in combination with Professional
CYNAMO’'s translation options, provided a quick means of putting in the proper
exogenous data were they were néeded,

CONCLUSIONS

Part of nmodeling is changing models. In this paper we have outlined & technique
for accomplishing many common changes in an efficient and straightforward manner.
The alteration of model structure can be accomplished automatically by
selectively making variables exogenous, thus cutting feedback links. Because the
approach guarantees the resulting model to be consistent, the potential far ‘error
iz substantially reduced over less automated techniques. The techniques can be
applied in the model building and validation stage as well as the policy analysis
phase. In all cases the technigues serve to streamiine many of the cumbersose
alterations that might otherwise be employed. Through the use of an example we
have illustrated some of the strengths of these technigues.
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