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':'his abstract describes the further developmen:t of the 

project ":ntroduction of innovative Products into a competitive 

1-larket", t>ie former sta.ges of which have been already described 

in the ~roceedings of the 1980 International Conference on 

Cybernetics Society, ~a~ridge 1980 (Krallmann (1980)). 

The management of the company we cooperated with wanted 

to get support in the decision making process of introducing 

innovative but similar products into a competitive market. 

These different products for sterile (pure} water processing 

- are based 0:1 the same idea of performance but different 

attr~~~tes (or properties) 

- are of high ~uality 

- use the same logistic 

- operate iri different markets. 

Based on the t'<IO already developed System Dynamics· 

models for two different products {see Krallm~n~ (1980)), the 

idea was !:lorn to create a model base system. In the llB!.!:. steP 

this model base system should contain 

- a nur.~~r of optimization routines (razor search, evolution 

strategies and other heuristic search algorithms) 

- a planning language beside general statements which can 

handle the modules and algorithm routines with user friendly 

co~~ands and which takes care of the execution process on 

different co~~uters. 
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The second stage is to design an interface between the 

model base system and a data base system to get access of ccr..­

pany's int.ernal (e.g. cost accounting system) ana external eata. 

This step is now in the phase of design. 

The planning language now under developrn~nt can be cha­

racterized by interactive, flexible, transparent and user 

friendly. Further on the surface of this language is easy to 

use, reliable, reasonably self-explanatory, and rcspo::Jsi•:e -

just like a staff assistance. This points out an i~portant 

conclusion: management wants to become directly involved in the 

model ·building process so that they may understand .it and so 

tha~ the model has credibility. 

Another major additional change had to be performed at 

the DYNAMO-Compiler and its produced FORTRAN-Cede. 

ii 

Special software has been developed to present the res~lts 

from the simulation models being investigated and data of the 

cost accounting system in integrated figures (in any de3ir~d 

arrangement of rows, col~,:..'llits, and headings). Report forr..ats oay 

be called from storage or specified as needed. 

The rn?in ad\•ant·age of such a decision support syste:n 

(model base system + planning language + report generator + 

data base system) consists in the fact that the manager can 

formulate and simulate very easily his own problems based on 

System Dynamics in !h.!.! specific field at !h.!.:!: time. 

The requirements at decision support systems caus-:d bv 

growing probl~m compiexity and organizational structure cernand 

in the process of man machine co~municaticn the support of 

human inabilities as 

- hu.'ttan· mcn•ory through eata base systems 



- si::-.ultanecus consideration (analysis) of complex facts 

(?roble;;;.s) through model base syste:r.s·. 

These tools can give an important support to .human 

capabilities as creativity and association of ideas. 

iii 
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·r~ S2cisio~ S~~nbrf Sy~tem~ - Ganeral Introd~ction 

1. Operatio~al~tv and Practicabilitv 

The de:r.and o:: t.igh flexibility of the DSS to be 

developed is derived from the essential characteristics in the 

case of strategic decisions in connection •,li th occurring problem 

co:np:.exi ties, as unprecedented·, novel and hadly structured 

(see Vazsonyi (1978) I P· 73). In the phases of system generating 

(identifying, defining and structuring of problems, hypothesis 

building) ana of system building (definition of a qualitative 

model, apj?lication of metnod and model baseS), the variation 

of .structure and variable integration must be ensured. The 

understanding' and the perceptions ·which the user has obtained 

during the' precess of modei bUilding and model vaiidating ~ust 

at every time be subject_to easy implementation. uue to the 

interest of a nest possible integration of the advantages 

of meh (creative power, association, intuition) and machine 

(arithmetical coll'.mand, accuracy, storage capacity), the area 

of development must not be affected neither in the phase of 

the model building process nor in the phase of search and 

choice of the decision alternatives •. The DSS must adapt by 

its variable proceeding manner to the manner of reasoning of 

the decision maker and must attach main importance to the 

intuition as well as to the experience (see Neumann and Hadass 

(1.980), p. 79, see further ~lagner (1980 c), p. 5 "Instead, we 

are actually enhancing and amplifying the inherent mental 

powers _of people by means of special tools, and stimulating 

their creativity."). 
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1.2 Transparency and Acceptance 

-~he DSS must always have only the character of an auxi­

liary variable which is essentially impressed by the system 

components, as structure transparency, method comprehension and 

communication capability. Processes of transformation within the 

DSS must be transparent r_esp. reconstructable by decision makers 

so that a far reaching ·acceptance of the system procedure en­

sures an efficient application. "This points out an important 

conclusion: management wants to become directly involved in the 

model building process so that they may understand it and so that 

the model has credibflity" (Wagner .(1979), p. 15). 

1.3 Computer supported integration of methods and data 

As a resuLt of the function exceeding character of the 

strategic decision problems to be solved, the DSS must overtake 

apart from providing procedure suited progran elements a computer 

supported integration, i.e. especially the CCITT 24 management 

~ee Bonczek among others(l980), p. 340). Such a method inte­

gration realizes the demand of best. possible congruity of the 

characteristics of the problem complex to be analyzed and the 

·character~stics of the methods to be applied. Already in the 

early 70 years v. Kortzfleisch pointed out the solution possi­

bility of such a described method which has been realized in the 

scope of the chemical industry in projects with regard to the 

forecasts of economicaL consequences of ·the development in direc­

tion of a long life car and of an investig?.tion cif problems of 

raw material consur..ption (see also Assmann, Bellrnann, Draess 

(1976); Seetzen, Krengel, v. Y.ortzfleisch (editors) (1979)). 

Beside the method integration the system user should be supported 
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at the adjustment between the model and the required data and 

should be helped by a computer supported data supply (see Preemar 

(1980) 1 P• 33) • 

1.4 Result generators 

For reasons of enhancement of efficiency, working prac­

ticability as well as acceptance, a limited class of printed 

pictures and layouts with a view to a graphic, easily understan­

dable and expoundable presentation of data evaluation and alter­

native analyzing must be put at the disposal by the DSS. In this 

,connection PreBmar claims for report systems for the data editing 

and in accordance with the technical presentation-medi~~ for the 

data presentation (see PreBrnar (1980)), p. 35, further Keen and 

Wagner (1979), p. 120). Just for the user not so very faP.iliar 

with the methods an assistance in interpretation of the results 

is of .great importance, in which respect para~eters of the infor­

mative, the forecasting anc the pragmatic r.elevance serve the 

determination of the aim to be accomplished of the USS (see 

V.ertens·and Bodendorf (1979), p. 533 f.). 

1.5 Command and planning languages 

The conversational language between decision maker and 

machine .should compris.e linguistic elements and integration 

rules wnich follow the expert languages . of the decider -in 

mnemonic 'technical respect. 'l'he user surface of this language 

"must be flexible, easy to use, reliable, re.:sonably self-expla­

natory, and responsive - just like a staff assis~ant~ (Keen (:980!, 

p. 41). If possible, the co~~and language should be nonproce~~ral 

for supporting a thematic classification of the moeel structure 

in respect of ~he model building (see Keen and \·:.:1gner (1~79), 

p. 119). 
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For a future orientated DSS a user friffiily c·ontrol system 

(also called method ~c~itor) for the realization of complex pro-

g:-c,.-n syste:-.s will be evident. The final user can i~tegrate· methods 

to para~eterless procedures which can be established by a simple· 

co~z.a~d language. ~he procedur8s are registered.in a relevant file 
t 

and are called with their na~€S.Such a structured control ensures 

for t:•e user a~. excellent combination of the methods without es-

tablishing a program. 

Beside the process of model building and of program rea-

lization t!"le phases cf alternative finding and evaluation are to 

be realized conputer supported. The procedures which always repeat 

in situations as alternative evaluation can be simulated by spe­

cial si;;1ple com::-.ar.ds. A "what-if" ccrrur.and aliows after input of 

the strategy to be analyzed the automatic output of the results 

of selected objective variables in relation to the defined stan-' 

dare run. For supporting the alternative finding in the case of 

a planning with defined objective variables, the generating of 

a "goal-seeking" or "what-to-do-achieve" command is recommended 

which describes the planning measures to be performed in order 

to achieve a: certain objective (see l'1agner (1980 a), p. 210). 

The evident demand of the interactive equipment of the command 

and planning language (of the DSS) can at every time.be argued 

as follows: 

- direct use of the DSS by the decision maker 

- considerable enhancement of efficiency by immediate 

reaction in group conferences and 

- positive influence on the creativity and intuition 

of the decision maker (see Vazsonyi (1978), p. 76; 

Keen and vlagner (1979), p. 119). 
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An extremely comfortable handling of the unformatted 

data input.up to normalized output routines, e.g. for tables 

and histogra-ns, is a necessary request for the use of the 

systen by the decision maker. He is an expert in the scope of 

application and disposes only of basic knowl~dges of the methods, 

who needs, however, explanation ·and decision supports for the 

efficient operating because of his limitedloow-how of EDP. 

2. l·iodules of a DSS 

2.1 Data base systems 

Under the point of view of an extension of the possi­

bilities of application of data for many different applications 

as well as for many different .users the storage must be trans­

mitted from the so far usual orientation on a special applica­

tion to a general data orientation. The increasing data appli­

cation on higher decision levels in the case of probla~ solu­

tions which go across functional and organizational limits 

reco~~ends the development of a data architecture plan for 

processing the concentrated information requirements of the 

enterprise. The development in the data management can be 

characterized by an 

- increasing storage with direct access in the case 

of decreasing costs and increasing capacity 

- data structuring with the capability to describe 

more complex data concatenation. 

Thus the data base system becomes a necessary condition for a 

strategic DSS. The transition·from data files over data file 

administration systems up to data bases considers the importance 

of the data as a basic auxiliary for.decision functions. Data 

bases have been created for the following reasons: 



-6-

- The flexibility of the different applications racp. 

data applications should be supported and not pre­

vented. 

- The redundant storage of similar data should possibly· 

be prevented. 

- The secur.ity of the data should be given by a con­

sistent data base. 

-User programs should become independent of.the phy­

sical data organization. 

2.2 Method base systems 

As a second essential component of a strategic DSS, 

apart from the data base system a methods model base system 

is required with the function to support the decision maker 

(model builder) in the phase of modeling, i.e. of representing 

the real problem to be solved in quantitative termini by far­

reaching ·standardized, often required, procedure appropriate 

prcgrarn units (see Hauer (1~79), p. 262) .• 

A mzthod base system is composed of 

-a file of prefinished, documentated program. elements 

(methods); these can be derived from existent method 

base packages of the producers or can be supplied by 

the final user himself. 

- A method monitor (control system) with a. data admi­

nistration, a formula interpreter, a data base connec­

tion and procedures for integrating user own progta'l\s 

as well as 

- software components for the user friendly support 

{i.e. choice of methods, interpretation and represen­

tation of methods, results of methods etc. (see Gernert 

(1979) 1 P• 94 ff) • 
223-d 
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Concepts of development resp. tendencies in ·realized resp. 

method base systems to be realized have been formulated 

Mertens and Bodendorf (1979), p. 533 ff): 

- interactive operation 

- extendable model (module) collection 

- documentation of methods and,effected interactions 

between user and system 

- system relevant method choice on the basis of 

descriptors under consideration of method and problem 

characteristics 

easy method integration 

- Problem and data orientated supply with model 

parameters 

- far reaching automated data supply 

- interpretation supports for method and model results 

system relevant para'lleter variation in the case of 

objective searching methods 

- computer support when handling the method base 

system (teachware) 

- portability. (transferability on other co~puters) 

(see also Locke.'llann and Hayr (19713), p. 310 f). 

2.3 Integrative concept 

The DSS for the time being in the process of investi­

gation and development are characterized by the integration 

concept with the essential functions data manipulation anc 

model building, which are resp. have been so far represented 

in the scope of data and nodel base systems (see t-:agner (1980 a) , 

p. 209). The realization of an efficient strategic DSS needs 

the integration of the functions "data handling" and ":::oceling" 
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in the case of !7,ut.t:3.l direct iljvolvernent of the end user. Out 

o: this :act three critical interfaces result whic~ ~ave to be 

got under centro ... by the soft:ware of a DSS (see Bonczek, Holsapple 

and ;;~inston (1980 ai, p. 345) on u.e one hand by the tran::;fers 

between the system co::-.:_:>o;-,.ents data base and method base with 

regard to -.:he ·user, en the other hand by the sy_stem internal 

interactions of data bases and model base (s~e fig. ~next page). 

II. Decision Su?oort S•.rstem with regard to sales planning of 

in~~vative c~od~cts 

1. Ces=~i~t1or. of the n~axis project 

l.l Introduction 

In the scope of the sales planning of innovative products, 

the following economical cybernetic approach serves for the ana-

lysis and for the representation of the structure as well as of 

the dynamic processes of the real phenomenon. Under consideration 

of ex.ogeacu.s quanti ties of deterministic and stochastic character 

(e.g. marketing strategies, price movements, quality require-

ments and awareness etc.) with the system dynamics approach by 

J.W. Forrester (1969) a model system for the decision support has 

been realized and implemented in the enterprise. 

The below mentioned organizational criteria by Keen and 

vegner for a DSS (see Keen and Wagner· (1979), p." 118) should al-

ready be in this place on the one hand a standard for the valu-

ation of the conception and on the other hand a standard for 

describing the big discrepancy which the here described DSS has 

to run through in the phase of development and implementation by 

steps up to the complete congruity with the. following criteria 

catalog: 

L 
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-.flexible user language for a quick generation and use 

of DSS for specific applications 

- a system architecture which enables quick and easy 

extensions resp. modifications 

- interfaces, similar to the vocabulary and the turn of 

mind of the user, for the definition of his decision 

preble::~ 

- co~~unication capable equipments (interactive screens) 

as well as generators for documentation of the results. 

1.2 RePresentation of the oroblem 

.~.fter several years of work of inves·tigation and develop­

ment a known German enterprise has introduced into the market a 

product for the disgerminating of water on the technologically 

new basis of the anodic oxidation. The competition advantage 

resulting of the. innovative character as \\•el.l as the high tech­

nical reliability of the product in the case of at the same time 

missing negative acco::~panying Sz~ptoms of other classical proce­

dures (taste changing by chloric tablets etc.) has given a justi­

fied argument for good market expectations. However, within the 

first year the expected market success could not· be realized. 

As a consequence, the enterprise initiated an investigation of 

the problem complex for documentating the small. turn-over. For 

this purpose a project tea.~ of the responsible managers aJ'd ex­

ternal consultants was established (see Ne~~ann and others (1980) , 

p. 80). 

It was intended to fulfill the following tasks succes­

sively by the project study: 

- Analysis of the essential variables as well as of the 
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relevant structure of the existing problem complex 

(analysing tne bottlenecks in the marketing process 

of the ·relevant product) 

- Definition and analysis of different marketing s~ra­

. tegies for increasing the turn-over 

- Documentation of the consequences of different market 

strategies on the profitability of the product. 

1.3 Actual analysis 

In first· discussion circles with brainsto=ing character 

first of all an analysis of the problem at this time was perf~~ed. 

On this occasion a qualitative model was contructed based on 

description techniques which doc~~ented particularly the following 

matters of facts: 

- detailed structure of the main objective variables 

(customers' potential) 

- influence factors on the main objective variables and 

their characteristics 

- detailed structure of the sales canals 

- influence factors on the inte~ediate persons and 

their acting characteristics within the sales 

struct'ures. 

Important conclusions of this first phase of the project 

study consisted in: 

- The importance of system variables which had so far 

been negated (i.e. trade cycle, three devided trade 

structure) , and 

-the great importance of reciprocal influence.of the 

observed determinants (i.e. delivery delays). 
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Because of tne e."ICr.;usco:-:1plcxity, non-linearity and dy-

na.-:~ic cif the problem only an exclusive presentation vias excluded 

by a qualitative model. A computer supported economical cyber-

netic model sho~ld be established. In the first phase of this 

syste~ realization, the system dyna.~ics approach, developed by 

J. Forrester, was chosen out of the present pool of the methods 

under consideration of the present problem and objective cha-

racteristics. Applying this method the statements of the quali-

tative ~oCel in the direction of a formalized quantitative 

i7.:)del syste:ri were specified. The flexibility of the method 

enabled a far reaching adaptation of the model system to the 

present dat~ base in this case. 

1.4 Model descrioticn 

In the scope of the model development the results of 

different ~ethod strategies were quantitatively registered by 

a r.:aricet resear.ch .institute. The single phases of the model 

building process occurred in an iterative feedback process 

between the external consultants and the responsib.le members of 

the enterprise in order to enhance on the one hand the quality 

of the model and to strengthen on the other hand the acceptance 

and the co!lfidence of the model users {see Keen {1980), p. 36). 

The model system to be developed was classified into five func-

tional submodels with the intention to reuse it for sequence 

products with the same distribution structure {producer -

trade- final user). The standardization of these subsystems 

{i.g. subsystem 4 - execution of order by trade) was effected 

under the points of view of larger modification tendency and 

modular extension. The result is represented in fig. 2 as a 

raw structure of the model {see next page). 
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The decision to represent the introduction process of 

an innovative product line in a computer supported manner was 

the basis for the development of a future model base system. 

The functional submodels are concepted in a modular manner, 

independently practicable as well as exchangeable in the case 

if relevant model parts shall be substituted resp. completed 

with regard to other submodels for the numeric simulation of 

a sequence product. A user friendly command language, which 

is realized for the time being, defines the respective model 

building process. 

In ~he subsystem 1 "investigation of real purchase 

intensions" all the behaviour manners~ and relations are summa-

rized which are determinant for the monthly number.of firmly 

determi~ed buyers. Exogenous, i.e. from outside the system 

boundary coming input variables into this subsystem are repre­

sented by 

- the recon~ended standard price for the product 

- expenses of the enterprise for quality improvements 

- th~ promotion activities adjusted to the client and 

to the consignees of the mailing action (physicians 

and pharmacists). 

An endogenous, i.e. an input variable coming from another 

subsystem within the system· boundary is the 

- avera~e time of delive~ 

generated in the subs~·stem 4, which influences in a negative 

manner the n~per of firmly determined buyers with increasing 

tendency. 
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. In .the subsystem 2 '!mpplicr structure" the development 

of the trade's opinion witn regard to the product is mo~eled. 

As an endogenous variable the customers' demand of the sub-

1 ( · t"o ) has a positive influence on the dea-system Jump promo ~ n 

ler; as an exogenous variable the promotion activities of the 

producer have a positive influence on the trade. 

In the subsystem 3 "inventory and order system" the 

stock-keeping policies and the order attitude of those dealers 

are shown who could be interested for the inclusion of the 

product into their assortment. In this respect the acceptance 

of the subsystem 2 "dealer structure" by the dealers as an en­

dog·enous input is necessary. For filling up the relevant stock, 

further informations concerning the supply on the producer"s· 

part(subsystem 5) become necessary. 

In the subsystem 4 "order performance" the whole trans-

action of the order of firmly cecided buyers is sL-:-.ulated. 'the 

endogenous inputj.ntotne subsystem are 0:1 the one ha~d the real 

monthly buying intentions (subsystem 1), on the other hand the 

acceptance of the trade, measured in the readiness to reorder 

the product"for the customer (subsystem 2). Further endogenous 

inputunits are given by the supply with the purpose of execu­

tion of the order, on the one hand by the subsyste~ 3, stock­

.keeping and ordering in the case of high supply readiness of 

the trade, and on the other hand by the subsystem S (company 

production sector) in the case of repeat and direct order of 

the prod.uct from the producer. 

In the subsystem S "company proauction sector" tne re­

actions of the producer are shown on orders of the trade, espe­

cially the time of the order transaction. Input into this sub-
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sys~err, are conscquc:->tly the order of tne trade (supplier) to 

take care of their stock resp. the direct supply of the custo-

mers out of the subsystems 3 resp. 4. By analogy, ~he output5of 

th.:..s subsystem in form ot deliveries is rendered to the same 

subsyst.ens. 

· Each of these subsystems ~ras formulated in accordance 

with the structures found out as a system of function equations. 

The so formalized quantitative model was implemented on a com-

puter and ada;:>ted ir. an iterative process in its attitude to 

.the observed real world (validation process). 

1.5 Kadel application 

The experier.ces and understanding in sensible para-

meters and bottleneck relations obtained in the process of vali­

dation yielded first starting points fer a modification of stra-

tegies of the enterprise. Thus, for instance, the importance of 

the acceptance by the trade and the im;:>ortant position of the 

retailers >-;ere underestimated in the beginning. Furthermore, 

only by the systematic analysis, especial~y of dynamic market 

processes( e.g. buyer attitude, objective groups ·communication 

etc.), the occurred partial fizzling out of promotional measures 

could be explained and starting points for a more efficient use 

of strategies could be developed. 

With the grown spectrum of use it had become necessary 

to extend the model by evaluation systems in order to enable a 

com;:>arison of alternative strategies, also with a view to the 

product rentability (profit and loss account). For this purpose 

~;e enterprise internal bill of costs system was integrated into 

the existent model as·a self-reliant subsystem. As a result of 

the ~cdular construction this was connected with a very small 
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coupling expenditure. In the interface only input resp. output 

units in resp. out of already existing subsystems are occurring. 

Considered in a long term manner, in this place tl'.e 

integration to a data base system with access to enterprise 

internal (e.g. bill of costs system) and external data shall 

be realized (see Muller l9eo), p. 1 ff). 

For finding out strategies for the improvement of diffe-

rent objective variables two procedures had been chosen: 

1. For each parameter of the enterprise first of a ., 
~ ... 

the development of selected objective variables (e.g. monthly 

turnover) .under variation of the relevant control variables was 

separately investigated. These results for price variations, 

customer promotion and dealer promotion modificatior.s represen-

ted the decision supported basis for the planning of the marke­

ting mix strategies, variable in time, by the enterprise manage-

ment. By iterative feedback of the model results of such marke-

ting mi_x strategies the real strategies were permanently deve-

loped. 

2. By integrating the total model system to a defined 

feedback lo9p (structure) with a heuristic optimizing algorithm 

the development of an approximately optimal, time variant 

marketing mix strategy was transferred to the computer (see 

Krallmann (1976)). The approach for optimizing of simulation 

models of the type system dynamics with the directsearch proce­

dures(razor search, evolution strategy etc.) is the first step 

to establish an extensive method base system. The integration 

of the models which are realized in the DYNAMO language (with 

FORTRAN connection) (see Pugh (1976), p. 118 f.) is perfo=ed 

by an extensive software system in order to ensure highest 
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user friendline~s. 

The int.egration of the DYNAMO model,, the manipulation 

of the FORTRAN code, based on the DYNAl'lO source and the choice 

of the logic switches which control the simulation resp. opti-

mization process are realized by the software system. In prin­

ciple, the end user indicates only the following variables: 

the decision variables with the bandwidths in which 

they may be varied 

- the objective resp. ~ate variables and their requested 

upper and lower limits and 

- some model based te~hnical specifications (e.g. time 

of simulation in advancei (see Krallmann and Lehmann 

(1977), p. 35 f.). 

With the user definition of bandwidths for the objective 

variables to be controlled due to the relevant optimiza{ion of 

the decision variables, the demand for a goalseeking command is 

in sorr.e way realized (see Wagner (1980 b), p. 36). 

The choic.e o:t the dimension of these bandwidths (upper 

and lower limits) or guide lines (as they are na~ed by v. 

Kortzfleisch) considers ih· an· implicit manner a probability 

ccrr.ponent of the computed state variable (see Keen and Wagner 

(1979), p. 119). 

The total system configuration in its final phase of 

development is shown in fig. 3. The separation lines in the 

picture describe the interfaces for the integration of the 

method base system with a view to optimize the relevant model. 

:(t) 

/'"".... 
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1.6 Results 

Useful k~owhows for the enterprise could be obtai~ed 

dari:1g·the system analytic study in different phases: 

a) Insishts into the problem determinants ·and structure· 

in the phase .of system generating 

b) Insights into the quantitative dimension of the 

problem determinants and structures in the phases of 

system creation and implementation. 

c) Insights into the margins of actions and results of 

alternative strategies in the phase of model appli­

cation (model experiments). 

2. So:"t·~·aretec:-::nical Integration of Model and Hethod Base System 

2.1 Software s•tste:ns and their control orocess 

The here presented optimization process accordi~g to the 

feedback principle is based on four essential prograrr. systems: 

- the system dynamics model established by the user 

in the simulation language DYNAMO (Pugh (1973)) 

- the procedure "SHOOT" 

- the model base system for the optimization routines 

- the modules for representing different objective 

functions. 

The system dynamics models are realized in the simulation 

langaage DY:-lA!·lO III/F, i.e. the DYNAMO compiler is a preprocessor, 

the generated source program of which is given in the programming 

language FORTRAN. The DYNA!-10 preprocessor consists of two diffe­

rent subsystems: the precompiler system and the run time system. 

I~ the run time system all subprograms are s~~arized which are 

ased daring the run time of a model. The precompiler system 

generates of the DYNfu~O model an equivalent FORTRAN program 

223-k 
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(ZZMOD) and a data file. The data file with the generated 

FORTRl'.l-1 program serves the procedure "SHOOT" as input. This 

generated, efficient and complex EDT routir.e 1) ;;-,oct.ifies the 

control process of the original FORTRAN (DYNA}10) programs 

demonstrated in fig. 4. 

The run time subroutines with names (capital letters) 

and functio~s are shown in fig. 4. 

In detail, the EDT routine "SHOOT" performs the state-
ments shown in fig. 5. The edited FOJ{TRAN program (see fig. 5 

last block) is then called by the optiinization algorithm 

(razor search or evolution strategy). 

l) page 22 
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I I 1
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I . 
I I , 

I 
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I 

Time = Ien¢11 
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I 

Fia. 4: Procedure ot the original model 

1
' T~~ data file p~ocessor EDT is a user orien~ated dialog text editor. 

It ena!:nes t!:e- providing of data tiles; the add~ng, deleting and 
l'"O:!ifying of the text; the deleting, copying, comparing and concate­
nating of data files. The ED'l' can edit data !iles in tl:e virtual storage 
'Jr: on the disk and contains adv<\ntagcs w!"lich permit EDT to become a 223-1 
text processing language (SIEi·IENS system 4004 (1975)). 
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'I'hc ::.ogic switches in tte objective function and in the 

~odel (FOR?~~' progr~~l adninistrate the flow of control, the 

single operatio~s of which (from INITA to SAVE) are to be seen 

in table 1: 

I~ ITA. Starting inizialization of the model 

INI':i' Set back to time point t 0 

I NITS Set back to time point t 0 and storing the model 

values as well as producing the output 

OP'"' Simulatio~ in advance 

OPTA Set back to the last valid time point t = ti 

and simulation up to the time point· t ti+1 

GPTi'..S Set back to the last valid time point t ti 

simu~ation up to the time point t = ti+1 ' 

storing the model values and producing the output 

CO:Ol.PUTA Set back to time point t = 0, 

calculation of the optimized value for t 0 

and its output 

COMPUT Calculating and printing of the-optimized 

values t = t 1 , ••• tend 

ShVE Calculating and ~ntermediate storing of the last 

valid time point t = ti. 
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Logic switches for the flow of control of the model 
administrated by: 

Objective function 

I~ FLAG 2 T ~ SAV 1 I SINE 

IN ITA +) +} - -

INIT +l +l - -
I NITS +} +} +} +} 

OPT - - +} -
OPTA - +} - -
OPT AS - +) +} +) 

COM PUT - - - +) 

COMPUTA +) +) - +) 

l SAVE - - +) -

-.-) Switch TRUE 

Switch FALSE 

model 

I FLAG 

I 
! +) 

-

-

-
I ,, -

-
li -

-

i -

table 1: Switch constellation for flow of control of the model 

,, ) 

1 ) FLAG. is set by the model itself. It.performs the ~,ique call 

of the two initialization routines "ZZFIL" and "ZZCYL". It does not 

influence the proper model flow. 
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The variety of the operations has been effected on the 

bais of the logic switch constellations on the one hand 

- by the manifold combination of the simulation and optimi-

zatio:1 variants: 

Si~ulation of the model from tstart up to tm following 

optimization of the model for every time point 

"Opti~ization of the model for every time poi:1t 

Optimization of the model for the time point tiJ. 

!allowing simulation with the optimal para~eter.values 

!or a definite interval ti + t
0

;_ with relevant combination 

(opt~~ization + simulation) up to tend 

and on the other hi:md 

due to the time period of realization, in which connection 

a certain redundancy of the logic switches could·not be 

avoided (or only subsequently with additional amount of time). 

For·t::e continuous optimization fig. 6 shows. the procedural 

sche~.s. 

Furthermore, the possibility must be provided that the 

optimization algorithm relative to a default n~~ of iterations 

or due to a limited CPU time per optimization time point ti is 

not able to determine an optimal parameter constellation of.the 

control vector with regard to the objective f~ction. 

':'he alreacy effected and subsequent process of the total 

integrated software system will be realized by a control routine 

which is initiated by the end user by means of a user friendly 

co:!"..~:.lr:ica~icn part. 
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Ini tializa­
ticn of node 
values ':'=0 
ThTI'/INITA 

n-times adva'lce 
s~~laticn up to 
titre ~i~t Ti+n 

T=Ti+1 ,Ti+n OPr 

Set back, 
stori.ry:;, prin;.. 
ting of the 
ti.?fe !X)int 
T=O n;rrs 
FIRST = FALSE 

Set fo:rwarC. 
to the time 
p:>i ... "lt 
T-:=r. O?I' 

t bac.".:, 
to::-i..~s, p=-i..~­

-i::-g o= t.!-::e 

Fig. 6: Flo.~ cha..--t for -:..'1e ~ 
tinuous opli70f'.izati~ 
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2. 2 User friendly cor:,rm:nicatio::J part 

The above described software system serves the absolute 

priority cf the realization of a user friendly, ~omputer sup-

ported planning syste~ (see chapt. III). The integration of the 

end user, the reduction of nis acceptance problem by a.user 

friendly con~unication part, which is on the one hand extremely 

robust and on the ether hand easy to learn were the central 

point of this software development. The easiness of use and the 

minimal EDP specific kno~1-how are demonstrated by the computer 

supported dialog in the cowmunication part (see fig. 7), 

In principle, only the following informations are re-

quired of the end user: 

Nu;:-.ber, name and restriCtions of the control variables 

N·..; .. rnber and names of the state variables 

- Specification and parameters of the objective function 

- Declarations regarding the simulation/optimization 

variants 

- Choice of the optimization algorithm and the relevant 

parameters (documented in a self-explanatory manner). 

··:· 

(OUT) 
(OUT) 
(OUT) 

(I:-l) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 

(OUT) 
{OUT) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 
(ODT) 
(OUT) 
(IN) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 

(IN) 
(OUT) 
{OUT) 
(OUT) 

(IN) 
(OUT) 

(IN) 
(OUT) 
(OUT) 

(IN) 
(OU.T) 
(OUT) 
(OUT) 
(OUT) 
(OUT) 

(IN) 
(OUT) 
(OUT) 
(OUT) 

y 
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YOU ARE IN SEGHENT: 
TEXT 

DO YOU lVANT FURTHER RESP. REPEATED Il\FOIDlATION: 
l,NS\'/ER (Y /N) 
OR DO YOU WANT '1'0 SKIP: ANS\\"ER ( C,< SEG~lENT > ) 

YOU iiAVE THE POSSIBILITY TO OPTI:·:IZE CER'J.'A:!\ VARil.ELES 
OUT OF YO\JR ALREi'.DY DEVBLO?ED SI:-lULATION :·lODEL· BY ~;E.?;!i'S 
OF i'.N OPTIHIZATI0:-1 PROCEDURE: (FURTHER O:< CALLED OPTP;,m-:S). 
FURTHEffi10RE YOU CAN OBTAIN STATE VARIABLES OUT OF YOUR 
MODEL (FURTHER "ON CALLED ZUPAR'IS) , l'lHICH YOU CAN USE IN 

.YOUR OBJECTIVE FUNCTION. 

EXANPI,E: OBJ. FUNCT. =l'lEIGH0:::1 "' ZU?ARM 1 + \\'EIGHT:< :t: ZUPAR'!2 
YOU ARE GUIDED IN THIS INTERACTIVE PHASE OF THE OPTIMI­
ZATION BY QUESTION AND ANSI'IER. IF YOU ARE IN A TEX'I' PA...'<T 
(LIKE NOW) THE SIGNS ~+-0 APPEAR FOR TUfu\ING OVER. 
+ OR)/; MEANS TURN OVER ; - IS TURN BACK ; 0 FINISH 

.THE TEXT. 

YOU ARE IN SEGliENT: 
TEXT 

DO YOU WANT FURTHER RESP. REPEATED INFOR!'~TION: 
ANS~IER (Y/N) 
OR DO YOU WANT TO SKIP: ANSI'IER (C,<SEGMENT >) 

N 
YOU ARE IN SEGMENT: 
EPROC. COHHON 
DO YOU WANT FURTHER RESP. REPEATED· INFOffi·~TION: 
ANS\'/ER (Y/N) 
OR DO YOU WANT TO SKIP: ANSI'IER (C ,<SEGHENT > ) 

N 
ENTER THE VARIABLE LIST, SEPARATED BY COMMATA, 
MAXD:UH THREE DISPLAY LINES (80 SIGNS EACH) ! ! ! 
A1, A2,A3,A4,AS,A6,A7,Z1,Z2,Z3,Z4,ZS 
A1,A2,A3,A4,AS,A6,A7,Z1,Z2,Z3,Z4,ZS 
WAS THE ANSWER CORRECT? : ANSI'IER (Y /N) 
OR DO YOU \'/ANT ONCE AGAIN THE EXPLANATION ? ANSWER (R) 

y 
PLEASE 1'/AIT ! ! 

E N D COI-'1!-\0N 
YOU ARE IN SEGMENT: 

EPROC.OPTPARH 
DO YOU I-I ANT FURTHER RESP. REPEATED I!llFORJ·~TION: 

ANSI'/ER (Y/N) 
OR DO YOU WANT TO SKIP : ANSl\'ER ( C, < SEG~!ENT > ) 

N· 
THESE ARE ALL YOUR POSSIBLE VARIABLES 
A 1 ,A2 ,A3 ,A4 ,AS ,AG, A7, Z 1, Z2, Z3, Z4, ZS 

PLEASE ENTER FIRST THE NUMBER .1\ND Vl'.RIABLE LIST 
SEPARATED BY COMMATA, HAXIMUM 10, 1-lA...'{HlUa THREE 
DISPLAY LINES (A 80 SIGNS) l ! ! 



(IN) 
(OUT) 
(OUT) 

(IN) 
(OUT) 

(IN) 
(Ot:':') 
(OL'T) 

(IN) 

3,A1 ,A3,AS 
3,A1 ,A3,AS 
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WAS THE ANSNER CORRECT? : ANS~~ER (Y/N) 
OR DO YOU WANT ONCE l•GAIN THE EXPLANATION? 

N. 
ANSWER (R) 

ENTER FIRST 'l'HE NUMBER AND VJ'I.RIABLE LIST, SEPARATED 
BY COHNATA, MAXIMUM 10, MAXIMUM THREE DISPLAY LINES 
(A 80 SIGNS) ! ! ! 

3,A1 ,A3,AS 
3,A1 ,A3,AS 
WAS THE ;>.NS\\'ER CORRECT? : ANSWER (Y/N) 
OR DO YOU WANT ONCE .AGAIN THE EXPLANATION ? ANSWER (R) 

y 

Fig. 7: Computer supported communlc~tion part 

A co~unication part realized in this manner enables end users 

with different know-how (EDP training etc.) and different 

professional career to handle computer aided decision suppor.t 

syst~~s (see also chapt. III) , by having realized first steps 

with a view to individual adaptability. 
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III. Critical Summary 

For judging the presented DSS the criteria by Sprague 

and Watson((l975), p. 35 ff.) shall be taken: 

- Collection of modular models for support in different 

functional fields and on different management levels; 

- Modular model elements ~rhich are transferable single 

or in any combination; 

- Mechanisms for direct automatic data supply of models 

out of the data base; 

- Common end user language for data handling and for 

model building resp. execution. 

Critically seen, it must be said that. with the DSS for 

the sales' planning of innovative products only proportional 

parts of the criteria of Sprague and Watson resp. Keen and 

Wagner could be realized, but the basic conception as well as 

principle ideas could be performed. 

Some experiences and understandings of these first phases 

of development resp. implementation process can be summarized as 

.follows: 

- The application spectrum and the extension of the DSS 

should grow in a stepwise manner with the degree of rnatu-

rity and comprehension of technology resp. of personal, 

i.e. only modules should be added which are applicable 

in t-echnical, organizational and economical respect. 

- The development of the DSS and the implementaticn into 

an existent EDP system of the enterprise should be di-

rectly supported and realized in cooperation with the 

end user himself. 
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If' the demand of the DSS is defined in the improvement 

of tr·.e efficiency of the strategic decision processes and in 

the synergistic connection of the qualifications of men and 

;:-,achines, there is still a far road to success. 
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