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ABS1RACf 

In this paper we review an algorithm to identify the type of variables 
(levels, rates, auxiliaries) which appear in the influence diagram. This 
algorithm has been implemented on a personal computer at the Cagliari 
University. 

TilE INFLUENCE DIAGRAM 

"The influence diagram records the way in which the system works" (Coyle 
1977): right and stenographic. All the system's variables are in fact 
gathered in the influence diagram, connected by arrows with the variables 
at the tips influenced by those on the tail. A '+' near the arrow-head 
means that variations of both variables go in the same direction, a '-' 
the opposite, whereas no sign if the direction of the variation is 
incostant. The influence diagram is an oriented graph, with variables as 
nodes and lines of influence, the arrows, as arcs. 

To have drawn the influence diagram is to have made an essential step 
towards the sys tern' s model , but the next step may be tiring, for we nmst 
identify each variable as a level, a rate or as an auxiliary, in order 
to be able to build up the flow diagram. Coyle (1977) suggests a trial­
and-error method to find out the variables' type: Assouline (1981) 
proposed an algorithm to automize the procedure. That algorithm was 
implemented on a large computer; and we have (partially) repeated the 
experience using a personal, a IBM XT. The program is written in BASICA, 
but in the paper we present only the tehory, and the algorithm step-by­
step (in fact we are still experilrenting with the program, hunting for 
sume forgotten bugs). 

Assouline' s algorithm is composed of three parts, but we present in this 
paper only the first, in which the influence diagram is scanned to 
recognize tile type of present variables, adding if necessary sane other 
to give internal consistency to flow diagram. The second part examines 
the outcane of the first one, with the aim to reduce, if possible, the 
system' s order by 'degrading' sane level, which has been singled out in 
the first stage, to an auxiliary. In the last part of the algorithm the 
antecedents of the variables are checked and the equations are formally 
written. 
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VARIABLES I SET 

Let X = {x1 , x
2

, ... , xn} be the se~ of the nodes of grapf - xi (i=l ,2, •.. ,n) 

are the system's variables-, C c X the set of arcs, and C .. c C the set of 
- 1J-

arcs connecting x. to x .. We shall indicate the influence diagram as G=(X,C). 
1 J 

If G is connected, and V (x., x.) E x2 => Card C .. ~ 1, and V x. EX => C .. = 0, 
1 J 1J 1 11 

then the influence diagram can be represented as a boolean matrix M, the 
system's structure matrix (Lange 1981) • M is square, with the number of 
lines equal to n, which is the number of the system's variables; its elements 
are m .. = Card C .. (i.e. if C .. = 0, then m .• = Q, else m .• = 1). 

1J 1J 1J 1J 1J 

Let A (x.) and S (x.) be the sets of nodes, respectively, preceding or 
X 1 X 1 

following x. in the influence diagram; and A (x.) and S (x.) the sets of 
1 . 1 . . . .c J. c 1 arcs, respect1ve y, term1nat1ng m,or start1ng !rcxn,x .• 

1 

Let us define, for the moment, the following sets: 

(1) A (x.) = 0} 
c 1 

there are no arcs -terminating in the elements of U, so they do not depend 
on other variables: they are parameters or exogenous variables; 

(2) Y= {x.EX: S (x.) =0} 
1 c 1 

there are no arcs starting from the elements of Y, so they do not influence 
other variables: they can be either outputs of the system, or supplementary 
variables, the latter of Which indicate the system's performance even though 
not being part of the system itself. 

The graph which is the influence diagram is a model of the system, which in 
turn can be thought of as a graph, or more precisely a bounded network (I.e 

Moigne 1977, Do lei 1985) : so we can say that through the arcs of the 
influence diagram,as through the connections between the system's elements, 
run flows of matter, energy and information. Let ME be the set of matter or 
energy flows - ME type interactions, and I be the set of information flows 
- I type interactions. The two classes of interactions are equivalence 
classes, fran which we can obtain a binary partition of influence diagram 
G =(X, C) such that MEui = C and MEni = 0. 

Depending on this partition, we can define the following sets: 

(3) L = {x.EX : A (x.) c ME, S (x.) c I} 
1 C1- C1-

the elements of L are the levels, and they are the state variables of the 
system; 

(4) T = {x. EX : A (x.) c I, S (x.) c ME, Card S (x.) ~ 2} 
1 c1- c1- c1 
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the elements of T are the rates, the decision variables; the last set to be 
defined is the one of auxiliary variables: 

(5) A= {x.EX: A (x.) c I, S (x.) c I} 
1. Cl.- Cl.-

It is thus evident that arcs preceding or following, a vertex are all of 
the same type (Fig. 1): 

Fig. 1 

Therefore, the only connections between elements of the sets L, T, A, are 
in the absence of delays, the ones of Fig. 2: 

Fig. 2 

The closed loops in such a graph, either go through a level or are composed 
only by auxiliary variables: beware not the dog, but simultaneous equations I 
We shall call these variables, solutions, if any, of simultaneous equations, 
loop auxiliaries. 
Before illustrating the algorithm, let us label sane sets, which will be 
used in the following pages: 
L, the set of levels; we shall start with a set of 'imposed' levels, that is, 
variables which can be nothing but levels, not contiguous in the influence 
diagram; new levels will be singled out during the analysis, and they will 
join to L; 
T : the set of rates; 
TI : the set of intermediate rates generated by the algorithm to ensure the 
coherence of flow diagram; 
A the set of auxiliaries; 
AL : the set of auxiliaries which represent an information on a level; 
AT : the set of auxiliaries which represent an information on a rate; 
ALT: the set of auxiliaries coming from the treatment of at least one piece 
of information on a level and one on a rate; 
AC : the set of loop auxiliaries; 
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V : the set of variables not yet singled out. 

11IE AU;<RITHM 
1 - The starting point of the algorithm is to identify the set A (L) = 
. X 

{uA (x.) : x. EL}, that is the set of antecedents of levels, 'imposed' 
X 1 1 

or single out, applying the algorithm. This identification is done by 
scanning the columns corresponding to levels in the structure matriX M: a l 
in the k-th row means that ~ is an antecedent of the variable corresponding 

to the column. For instance, let us suppose that x. is a level: if Ul • = 1 
. 1 K1 

then ~ E Ax (L) , that is ~ preceeds xi in the influence diagram. 

2 - Identify the set S of the successors of the elements of A (L): if Ul .=1 
X X KJ 

then x. S (x. ) , i.e. x. is a successor of x. in the influence diagram. 
J X K J K 

3 - Find the cardinality of Sx(~) 1 Card Sx(~), by counting the ls in the 
k-th row of M. 

4- If Card Sx(~) = 1, then ~ET, e.g.: 

Fig. 3 

X. 
1 

else, if Card Sx(~) = 2, go to 5, else go to 6. It is impossible to have 

Card S (x. ) = 0, because at least x. EX (x. ) • 
X K 1 X K 

5 - (Card X (x. ) = 2) x. is one of the successors of x. ; let x. be the 
X K 1 K J 

second. If we know What type of variable x. is, go to 5.1, else, go to 5.3. 
J 

5.1- If xjeL, then~ T, e.g.! 

Fig. 4 
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else, go to 5.2. 

5.2- If xjE/ L, then, ~EAT, and we generate an intenrediate rate~ 

between ~ and xi: ~ E TI, e.g.: 

x. 
~ 

'---o----

Fig. 5 

---Q 

5. 3 - x. E V (x. 's type unknown) ; there are still two more cases: there is 
at least one 1Jvel among the successors of x., that is S (x.) nL i= C/J, or 

J X J 
not. Specify the setS (x.): if m. = 1, then x ES (x.). If S (x.)nL i= C/J, 

X J JP p X J X J 
then ~ E AT, and we generate an intenrediate rate '): between ~ and x. : Y{ TI, 
and as many intenrediate rates as the levels followmg x. ; we will cah 
them x~, with s equal to the rrumber of these levels. Th.eJe last intenrediate 

J 
rates are to be interposed between x. and the levels x , one or more, which 

J r 
follow it. So x. E ALT and x~ ETI, e.g.: Fig. 6 

J J 
5.4 - If there are not levels among the successors of x., that is S (x. )nl..=0, 

J X J 
we have to examine the antecedents of x .. To individualize the set A (x.) of 

J X J 
the antecedents of x., scan the j-th column-of M: if m. = 1 then xEA (x.). 

J q] q X J 
~till two further possibilities: there is o~ there isn't at least one 
level in A (x.). In the first case continue, else go to 5.5. If A (x.) 

X J X J 
nL i= C/J let us suppose that x E A (x.) is the level, then x. E AL, x. EAT, 

r X J J K 
BI_ld we generate an intenrediate rate~ between~ and xi: ~ETI, e.g.: 
FJ.g. 7. 
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Fig. 6 

- ~ 

C\..-::_ =G ~-· -- .. 
- Xj -

X r---­l_r 
Fig. 7 
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5.5.- No levels among x. 's antecedents: A (x.)nL = f/J. If at least one 
J X J 

closed loop passes through x. , then x. E L, x. E T, e.g. : 
J J !.< 

X. 
1 

-- --- --

Fig. 8 

x. 
J 

else go to 5.6. Remember to update L, the set of levels, and A, the set of. 
these levels' antecedents. 

5.6 - No closed loops through x.: as in 5.4, x. E AL, x. EAT, and we have 
J J !.< 

to generate an intermediate rate \between~ and xi, \ E TI, e.g.: 

Fig. 9 

X. 
1 

6 - (Card Sx(~) > 2) ~EAT, and we have to generate an intermediate rate 

~between~ and xi, \ E TI, e.g.: 



-193-

Fig. 10 

x. 
~ 

7 - Once singled out, the antecedents of levels, including those identified 
during the analysis, we have to label the variables which are still l.mknown. 
Let AC = (/); for each x E V, let us count the closed looops through x and s . s 
composed only by elements of V: let nc(x , V) be this number. 

s 

8 - If, for each x E V, nc (x , V) = 0, then all the unknown variables are 
auxiliaries, i.e. :sx E A andsV = (/), else go to 9. s . 

9 - For at least one x EV, nc(x , V) :/: 0; so, if the closed loop through 
s s x passes across at least one element of LUAC, then x E A, else go to 9.1. 

s s 

9 .1 - No elements of the closed loop through x belong to L u AC: then x E AC. 
s s 

The elements of AC are solutions of simultaneous equations, which must be 
either eliminated, introducing delays, or solved apart, separately. 
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