Collaborative Decision Making in a Simulated Stabity
Operations Exercise: A Prototype Decision Support @ol

Daniel Lafond’, Ashley Beatti€, Michel B. DuCharme®, Sébastien Trembla§
Thales CanaddCanadian Naval Reseni)efence R&D Canad&Université Laval

Contact: Michel B. DuCharme
Defence Research & Development Canada
2459, Pie-XI North Blvd., Québec, QC, Canada, G83 1
Tel: 418-844-4000 ext 4079 Fax: 418-844-4538
Email: michel.ducharme@drdc-rddc.gc.ca

Abstract

We report the results of a collaborative decisiomking exercise using a simulated
stability operations task. The exercise allowed &han Forces personnel to experience
first-hand the benefits and challenges of takingirgegrative decision making approach
(i.e., with information and resource sharing) comgzh to a stovepipe approach (no
communication and partial view of the whole systeWhile teams generally achieved
greater mission success in the integrated conditibey could only partially cope with the
complexity of such an endeavor. A training sessiorsystems thinking and collaborative
design generally improved integrated planning effeness. We designed a decision
support tool capable of suggesting an effectivegrdated course of action based on
gualitative information about system structure affiécts. The tool essentially relies on an
innovative 'action-oriented’ cross-impact matrixdadecision matrix that jointly allow
deriving a viable resource allocation given a ranmgfeintervention options. The prototype
tool aims to be simple and generic for use in ldalapplications. The system's inputs are
based on simple user judgments (i.e., mental mpdéle show that the tool provides
solutions superior to most human teams. Futurearetewill test the generalization of the
approach and assess human ability to refine théstsolutions.

Keywords: Complex decision making, comprehensive approachalmration, decision
support, experimentation, simulation.

1. Introduction

Contemporary researchers and practitioners in nmmsedomains including the natural
sciences, social sciences, cognitive science arthbpns research are increasingly aware
of human limitations in understanding and influeigci complex adaptive systems
(Goldstone & Sakamoto, 2003; Miller, 1982; Roussef03; Senge, 1990). For instance,
one response from numerous nations to this issgebean to progressively adopt a
comprehensive approach (or whole of governmentagmbr) to Defence and Security
issues (Leslie, Gizewski, & Rostek, 2008). This rapph recognizes that many
contemporary problems and crises require a systesysbems perspective in order to
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achieve goals while avoiding the creation of newobpgms unintentionally. A
comprehensive approach means employing and aligraagurces (diplomatic, defence,
development, and commercial) from numerous agenaras coordinating these operations
through an integrated campaign plan. This apprdactiamentally relies on the ability of
human teams to make sense of a complex situati@otmpining different perspectives and
expertise through a systemic understanding of tbblem in order to design an effective
strategy to reach the desired end state. Team reaks® is defined as the process by
which a team manages and coordinates its efforexpdain the current situation and to
anticipate future situations, typically under unaer or ambiguous conditions (Klein,
Wiggens, & Dominguez, 2010).

The present study is built around an exercise waiots to provide trainees with first-hand

experience on the value and the challenges of smppt comprehensive approach to
Canadian Forces operations. Furthermore, this siodglves the development of a

decision support tool and the initial assessmenitsofunderlying decision heuristic by

comparing the system's proposed solution to huresunlts from the exercise. This tool is

akin to previous work by Vester (2007), who develdpa generic model-based

management tool called the sensitivity model (Malenagement Zentrum St. Gallen).

Unlike the sensitivity model, the tool proposeddirrkeeps the user modeling component
to a strict minimum (basic judgments on systemesgatd relations) and does not enable
what-if simulations. Rather, it focuses on extegdime cross-impact matrix concept (i.e., a
matrix describing the systemic impact of each \A&aon the whole system) to allow

deriving effective courses of action from it.

The current exercise is focused on civil-militaigllaboration, yet the approach and tool
put forward in the following paper are essentiglgneric and applicable to a wide variety
of complex domains. The simulation-based exer@e&sto put in contrast a stovepipe and
an integrative decision making approach. Furtheemeve seek to provide an initial
assessment of the value of a short 3-hour traipaakage on complexity and collaborative
sensemaking by comparing a group with training amggoup without such training. Part of
this training is based on the systemic operatiatedign (SOD) methodology initially
developed by Brigadier General (Retired) Shimonditaio support team sensemaking and
recently integrated into U.S. military doctrine:

"Mastery of the art of design is not the only ingredientma$sion success, but undertaking a
mission in a complex environment without design mayténfailure. Complex situations—by their
very nature—present commanders with special challenges. To congprisleesituation requires
deep study and reflection on the underlying system before ieiggegaction. For these reasons,
leaders must understand the nuances associated with the stoidifueeproblems that they will
encounter. Design has significant potential as a methoddhagyaliows planning to proceed from
a systemic understanding of the situation.” (Banach, 20093)

SOD, as currently implemented by the United St&t&sool of Advanced Military Studies
(Fort Leavenworth, Kansas), involves three primangputs (represented in textual and
graphical form): an environmental frame, a problegame, and a design concept. These
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artifacts capture the shared understanding of gegational environment, of the problem
space, and the solution space. The design coneéiped a planning directive that seeks to
exploit the transformative potential of the systen@nsions. This is usually expressed as a
strategy with a set of interdependent and mutuallyforcing lines of effort that organizes
interventions as patterns in space and time (Baga&tyan, 2009). SOD is in essence a
framework for structuring team cognition in complervironments (Sorrells, Downing,
Blakesley, Pendall, Walk, & Wallwork, 2005).

The present paper is organised as follows. Follgviimis introduction, Section 2 presents
the exercise and the method used for data collec8ection 3 presents the results of the
exercise. Section 4 describes a new decision stuppolr designed to help future teams
achieve greater mission success by proposing &évediasimple and generic but very
effective decision heuristic. Section 5 discuskesimplications of our findings for training
and supporting integrative decision making in cawr@nd dynamic environments.

2. Method

Participants.32 officers and sailors of the Canadian Naval Res@nean age: 34.4 y, SD:
6.6) participated in the exercise either at Naval Reséfteadquarters (Québec, QC) or at
Her Majesty’s Canadian Ship (HMCS) STAR (Hamilt@i\). Participants were grouped
in teams of four and randomly assigned one of telesr (security or development —
including two of each per team). Four out of thgheiteams were given a training session
(described below) on systems thinking and collaibseadesign during the course of the
exercise (i.e., referred hereafter as the condiiibh training).

Apparatus.The exercise was run using four standard netwockedputers. The simulation
was controlled using theomplex decision making experimental platform (CQDE
Defence R&D Canada), a Java-based application megigor cognitive engineering
research and for training complex decision makikigjssindividually or in teams. This
simulator provides very good experimental manipotatind data logging capabilities. The
flexible scenario editor allowed creating a cowumsurgency and stability operations
scenario (Lafond & DuCharme, 2011) which was adhpterein for a multiplayer context.
In this scenario, participants are in charge obiang a failing state in the midst of a
rising insurgency. Mission duration was set to ximam of seven simulated game-turns
(i.e., 6-month periods). Participants could allecagsources and assets called “action
points” to seven different intervention types:

» Security operations

* Influence operations

* Cultural training

* Humanitarian aid

» Training of local forces

e Infrastructure development

» Governance capacity building



Each role (security or development) had accesslimited subset of these interventions
options. The state of the situation in given turaswdescribed through nine variables
ranging from O to 20:

* Host-nation governance
* Population allegiance

e Local media

* Criminality suppression
e Socio-economic welfare
e Local forces

e Infrastructures

* Cultural understanding
* Insurgency suppression

In the simulation, these nine variables mutualfuence each other so that each decision
results in a chain of effects within the systemp®mwling on its current value, each variable
can be in a desirable or undesirable state asibdeddny a three-color scale that goes from
green to orange to red. Feedback on the changesrioccin the situation is provided
during the transition from one turn to the nexteTdoal of the participant is to bring all
eight dimensions (cultural understanding is a ntedjavariable but not a sub-goal) outside
of the “critical” (red) state in seven turns ordgshis goal can be achieved in four turns).
The mission has failed if the allegiance of thealquopulation falls to zero. The underlying
model captures several key characteristics of cemglynamic systems (reinforcing and
balancing feedback loops, delayed effects, unegytaopacity, etc.). Figures 1 through 4
illustrate the different tabs of the CODEM intea@n the integrated system perspective).

Figure 1. Situation tab showing the current valisystem variables. White boxes are for
standard variables, dark boxes refer to agentsgesydboxes indicate mediating variables.
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Figure 2. Relations tab showing the interactionsvben variables. Double-bars indicate
delayed effects. Green arrows indicate relatiorsshiyat increase the value of a variable,
while purple means that it decreases it and dadnsiéhat the current impact in neutral.
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Figure 3. Decision tab showing the different intariton options available, the current
amount of resources (action points) available, faotbrs influencing action points that will
be available in future turns. In the integrativesien, players can send action points to
others and can view the collective interventiorobefcommitting to it.
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Figure 4. Graph showing the effects of a variaklaxis) on another variablg-éxis). The
left panel shows an example relation between tw@abkes. The right panel shows one of
the effects of an intervention (the x-axis représéine number of action points allocated to
that intervention). Effects can include delays ead be roughly linear or highly non-linear.
Effect can also be conditional (green bar) and @&gording to the current situation.

Design and procedurdn both conditions (with and without training), tke&ercise begins
with a 25-min tutorial and practice on how to iatetr with the CODEM interface. Each
team then performs three successive trials of tilgilsy operations scenario. Trial 1 and
Trial 2 are identical. Both involve playing the sae€io in a stovepipe manner (i.e., without
communication or resource sharing). In these twavegiipe trials, participants have a
partial view on the system (variable states anctriatations). In Trial 3, all four
participants can view the whole set of variabled arerrelations. Furthermore, they can
now discuss at will to share information, shareoveses and collaboratively design their
mission strategy. The task involves mild time puesg10 minutes limit per turn) added
mainly to control exercise duration.

In the condition without training, the full exereiss completed in four hours. In the
condition with training, the exercise is subdividatb two sessions. Session 1 includes the
25-min familiarization followed by Trials 1 and 3ession 2 includes a 3-hour training
package on systems thinking and collaborative syist@perational design, followed by
Trial 3 of the stability operations scenarithe training session included an introduction to
systems thinking and a summary of best practicesdirision making in complex
environments (Armenis, 2007; Dérner, 1996). Tramégen perform an individual practice
session with a novel Arctic Operations scenariocWimcludes an intelligent tutor designed
to intervene when poor decision heuristics appeabd used (see Lafond, DuCharme,
Rioux, Tremblay, Rathbun, and Jarmasz, 2012, ftailde This 30-min. practice session
aims to improve integration of the previous edural material and seeks to familiarize
the players with the scenario in preparation fer @iterior collaborative trial of this same
scenario. Following a short break, participantsensmd an introduction to systemic
operational design (Banach & Ryan, 2009; Wass d&€,22009) and how each stage can
help collaboratively solve complex problems suchtlasse presented in the CODEM
simulations. Systemic operational designed wasepteds as a structured synthesis of the
best practice for complex decision making appliedat collaborative decision making
context. Following this presentation, participaptayed the Arctic Operations scenario
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collaboratively to practice systems thinking inntea The exercise concluded with third
(integrative) trial of the stability operations se€io and a debriefing.

Performance metricPerformance is measured by the relative distarora the eight sub-
goals, and is based on the proportion of the sgean-mandate completed, resulting in a
scale ranging from 0 to 100. Hence, reaching tresiom goal at the end of the seventh turn
(the last turn) does not yield a score of 100. é&ra®f 100 is attributed to reaching the goal
in as few turns as possible (i.e., on Turn 4 is fharticular scenario).

3. Results

While sample size at this point is too small tofpen reliable statistical analyses for
inference to the larger population, we report thsults of the eight four-person teams
having participated so far in this exercise to ptevan initial assessment of its value. As
such, these results provide a proof of conceptttimeffects reported below can occur but
we cannot reliably ascertain that these results balreplicated with a different sample.
Figure 5 shows the average performance of the &gimhs across the three sessions of the
stability operations scenario.
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Figure 5. Team performance for Trial 1 (stovepilk33.5%), Trial 2 (stovepipe,
M=41.75%) and Trial 3 (integrative, M=58.88%). Hrrbars show the standard
deviation. The dotted line shows the linear pragecof the practice effect estimated
from Trial 1 and Trial 2.

Effect of practiceDue to the repeated measures design of this eretbis increased
chance of succeeding when repeating a scenario Ipeusstimated in order to factor out
this effect when considering the impact of othetdes. The practice effect was defined as
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the difference between the average score of Trig8315%) and Trial 2 (41.75%). The
estimated practice effect based on our sample is@ease in performance of 8.25% per
trial. This estimate follows a conservative apploahich assumes that the practice effect
is linear (the same across trials), while in fée& practice effect is known to progressively
diminish across trials following a power law (Ritt& Schooler, 2001). Note that this
possible overestimation of the practice effect mesylt in an underestimation of the effects
of the training session and of the integrative ciorl

Effect of training sessiobefined as the difference between the two deltafrial 2 and
Trial 3 associated with the two conditions (with wsthout the training session), minus the
practice effect. The estimated effect of the tragnisession is a 5.75% increase in
performance.

Effect of integrative conditiorDefined as the increase from Trial 2 to Trial 3 nsrthe
practice effect and the training session’s effddte estimated impact of the integrative
condition is a 6% increase in performance.

Combined, the estimated impacts of the trainingiseq5.75%) and of the integrative
condition (6%) produced an improvement of 11.75%performance.

For comparison purposes, we simulated random relspgrover 300 trials to better assess
the likelihood of achieving a minimal score withauty understanding of the system. The
average score obtained randomly was 30.2% (SD &) t@mnpared to humans which was
44.7% (SD = 19.43). It turns out that 25% of huntaals yielded a score below the
expected chance level. Yet on all these occasiohstie, this result may be attributable to
the fact that decision makers where in a stovepgueition in which their actions were
uncoordinated (i.e., potentially conflicted).

4. Decision Support Tool

Clearly, the exercise showed that despite the lienef practice, collaboration and the
training session, participants only partially maed¢o cope with the complexity of such an
endeavor, leaving much room for improvement. Inl-veald civil-military operations,
even marginal improvements in decision-making el lto signification reductions in loss
of life, destruction of the environment and infrasture and resource expenditures. Still,
one potential limitation of the training sessiorthat although it specified useful behaviors
to adopt (e.g., understand interrelations or “@msi in the system to find leverage points,
consider side-effects of decisions, etc.), no djecimetrics or strategies were
operationalized to actually specify how to perfdins system analysis to come up with a
viable course of action. We therefore proceededeign a decision support tool (e.g., for
use in a systemic operational design context) dapafibsuggesting an effective integrated
course of action based on qualitative informatibawd system structure and effects.

Tool overview.The tool, implemented in Excel, involves an innoxe form of cross-
impact matrix aligned with the goal structure, camell with a complementary intervention
8



effects matrix designed to assess the relativelmmstfit ratio of each action. The resulting
index associated with each action then determinegdlative level of effort to place on
each intervention. Furthermore, this assessmaitiigtion-dependent as well, updating the
required resource allocation as the state of vimsathanges over time.

Tool inputs. The prototype tool aims to be simple and geneoic Use in real-world
situations. The system's inputs are based on siog®e judgments (i.e., mental models).
First, the user must identify the system variallied represent their current state on a semi-
quantitative scale (e.g., a simplified 0-20 scalénaCODEM). Next, the user must identify
each of the relations between variables, by mattiadgollowing two judgments:

1) In respect to your goals, when variakls very low, is its effect og positive, neutral or
negative and is that effect small, medium or large?

2) In respect to your goals, when variakles very high, is its effect on positive, neutral
or negative and is that effect small, medium agd&r

These two judgments essentially mean creating aixn@hown in Table 1) with values
inside representing how desirable (1, 2, 3) or hmaesirable (-1, -2, -3) that state is in
relation to the user’s goals or desired end state.

Table 1. Input matrix to characterize the effechoariablex ony.

Large positive effect 3 3
Medium positive effect 2 2
Small positive effect 1 1
Neutral effect 0 0

Small negative effect -1 -1
Medium negative effecqt -2 -2

Large negative effect -3 -3

Effect whenx is very low| Effect whenx is very high

Each relation is therefore characterized by a vadweach column. By calculating the slope
of that function, we obtain a simple estimate & walue for the decision maker to achieve
an increase in that variable. For example, "-2 Hhyields a slope of 3, whereas "3 and -2"
yields a slope of -5, and "-1 and 3" yields gslof 4. The first example shows that this
function is aligned with one of the task's subgoalsile the second example goes against a
subgoal. Furthermore, note that the third examplenore strongly (4) in line with a
subgoal than the first example (3). Note that dalde that always had large negative
effects will result in a slope of zero. This meé#mat such an effect will basically be ignored
here since a change in the valuexolill not make the system's behavior more or less
desirable (keeping that variable low or increastngill not improve the situation). Hence,
the present approach is goal-oriented rather thstem-focused.



Cross-impact matrixThis matrix specifies the effects of each systarnable (rows) on
each system variable (columns), including itselfagplicable. This matrix essentially
catalogs the value of the slope derived for ealdtiom identified by the user. On the right
end of the matrix each row’s total represents tfstesnic impact 6f a potential increase”

in that variable on other variables in relationthe overall goal-structure. Negative and
positive values are allowed to cancel each otherApositive total means the user should
seek to increase the value of that variable. A tieg@alue means the user should keep the
value of that variable as low as possible. Eachic¢he cross-impact matrix is also context
sensitive. When variabbe is at the maximum value a cell with a positivepgichould no
longer have a high value since increasing thatabéei cannot lead to further benefits.
Conversely, when a slope is positive and variabteat its minimal value, then it there is a
maximal benefit in improving that variable. Eaclopg in the cross-impact matrix is
therefore multiplied by [1-(current value gimaximal value o¥)] if it is positive and by
[current value ok/maximal value of] if it is negative. The weighted total at the rigit
each row corresponds to the total for that rowdddi by the sum of the totals for each row.
Table 2 illustrates the resulting matrix for thalslity operations scenario.

Table 2. Goal-oriented cross-impact matrix derifredh the stability operations scenario.

HG LM SW I PA CS CU| LF IS Total| Weight
Host Nation 0.00 | 4.00| 5.00f 2.00 6.0 2.00 19.00 0.18
Governance (HG)
Local Media 6.00 6.00 0.06
(LM)
Socio-Economic 4.00 5.00 | 3.00 0.00 | 12.00 0.11
Welfare (SW)
Infrastructures 4.00 | 0.00] 4.00 8.00 0.07
(1)
Population 4.00 2.00 | 3.00 2.00| 5.00| 16.00 0.15
Allegiance (PA)
Criminality 6.00 | 3.00 3.00 2.00 | 14.00 0.13
Suppression (CS)
Cultural 1.00 | 1.00 3.00 | 1.00 1.00| 1.00 8.00 0.07
Understanding (CU
Local Forces 5.00 | 2.00 0.00| 2.00 9.00 0.08
(LF)
Insurgency 2.00 | 2.00 2.00| 2.00 | 2.00 3.00f 2.50| 15.50 0.14
Suppression (IS)
Total 3.00 | 21.00| 12.00| 4.00| 36.00| 11.00| 0.00| 8.00| 12.50| 107.50| 1.00

Note. Based on the situation at the beginning efdbenario. An average slope is calculated in #se of
conditional relations involving more than one fuaot

Decision matrix Now that the set of interrelations between systanables is defined, the

next step is to consider the systemic impacts efsit of interventions being considered.

This involves mapping the different potential eteeof each intervention on the system

variables using the input matrix described in Tahld-urthermore, each value (slope) is

multiplied by the systemic importance of that vakea(the weight value of the variable on

the rightmost column of the cross-impact matrixpeTresulting weights at the rightmost
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end of the decision matrix determine the relativepprtion of effort (i.e., resources or
action points) to place on each type of intervemtad that point in time. In short, the
decision matrix tells us the (relative) extent thietr each intervention has desirable
impact on variables having themselvegeairableimpact on other variables. Table 3 shows
the decision matrix derived for the stability ogénas scenario.

Table 3. Decision matrix for the stability operatsoscenario (on Turn 1).

HG LM SwW I PA CS CuU LF IS Totall Weigh
Security
Operations -.17 0.00 | 0.20 0.36| 0.39 0.10
Influence
Operations 0.08 0.30 0.24| 0.62 0.16
Cultural
Training 0.30 0.30 0.08
Humanitarian
Aid 0.14| 0.33 0.60 -.29 0.78 0.20
Train/supply
Local Forces 0.25 0.25 0.06
Infrastructure
Development 0.22 | 0.52 0.74 0.19
Governance
Capacity Build. 0.53 0.30 0.83 0.21
Total 0.53| 0.06/ 033 022 171 020 030 O0pR5 0.3B91 1.00

Tool effectivenes#\s an initial test to determine if the decision gogt tool can provide
effective guidance to decision makers, we testedffectiveness on the stability operations
scenario. Results yield a score of 66%, which wagsifs&cantly superior to the results of
human teams across all trial€3) = 5.37,p < .001. The tool's proposed strategy allowed
the Blue Forces mission to reach end of the maximssion length without losing. It did
not quite achieve the win condition however (wirghon the last possible turn corresponds
to a score of 72%). Still, this result is supetmthe average score of human teams on Trial
1 (33.5%), on Trial 2 (41.75%) and on Trial 3 (88@. Humans did better than the tool on
five out of twenty-four trials, yet when factorirayit the practice effect (in the real world
there is only one shot at this) the tool always laktter. The human average across the 24
trials with the practice effect removed for Triab@d Trial 3 was 36.6%, which means that
the tool's proposed strategy was on average 30et8érb

Clearly this tool could have been very useful tonhn teams by proposing a viable draft
course of action. Since the logic behind the tsdransparent, decision makers could use
that logic to understand why certain interventi@muld be given higher weights and
perhaps even improve on the tool's proposed sokititlhus combining the complementary
strengths of the tool (information integration) asfchuman decision makers (learning and

adaptability).
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5. Discussion

The collaborative decision making exercise reportedein allowed Canadian Forces
personnel to experience first-hand the benefits emallenges of taking an integrative

approach to solving complex problems. The traingggsion on systems thinking and
collaborative systemic operational design had aerall positive impact on integrated

planning effectiveness. Furthermore, teams geryeaalhieved greater mission success in
the integrated condition even when factoring oet éstimated practice effect. Despite the
apparent benefits of the above interventions oleskeim this exercise, most of the teams
only partially overcame the complexity of that siatad mission.

We designed a decision support tool capable ofesstgyy an effective integrated course of
action based on qualitative information about syststructure and effects. The tool
essentially relies an innovative 'action-orient@gd'ss-impact matrix and a decision matrix
allowing to derive viable context-sensitive reseurallocations given a range on
intervention options.

Tool limitations and possible extensio@ne key limitation of the present approach is that
it assumes system relations and decision effedie tnear. It might be possible to capture
non-linear relations (e.g., u-shaped relationsiristance - which actually occurred in the
stability operations scenario) by adding a thirtlom to the input matrix representing the
middle value of a variable. However, this would uieg rethinking the overall slope
calculation method and would come with a cost implexity for the user. A second
limitation is that the current approach ignoresaglel An extension taking delays into
account would significantly increase the value lad tool in contexts which large delays
(delays in the stability operations scenario onbgtponed effects for one turn). A third
limitation is that the effectiveness of the todimhately depends on mental model accuracy.
In a more opaque context where interrelations ateckearly represented to users as in the
present exercise, the tool's inputs will likely ahwve a degree of error that will reduce the
tool's effectiveness (yet basic human effectiverveitisbe impeded in such a context as
well, so the relative benefit of the tool may remhigh). A fourth limitation is that only the
first degree systemic impact of variables is com®d. Indeed, recursive could potentially
yield superior results by deepening the analysihita-order and higher order effects, but
this may be achieved at the expense of simpliaily sansparency to the user. A fifth
limitation is that the present model assumes thsdurces can be used interchangeably for
different types of interventions. In the real-wondhile financial assets have this desirable
property, human and physical assets typically dispuf capabilities appropriate for certain
types of interventions.

In addition to these limitations, there are alsmbhno strengths that could complement and

help refine the strategies proposed by the toom&hs are adept at learning from feedback

and may learn to fine-tune interventions as theyuamilate experience. For instance, in

some cases there is no noticeable gain betweerath @mmoderate intervention. Humans

becoming aware of this may thus appropriately sisttless efforts to a different line of

operations that would yield benefits from this axéffort. Furthermore, human decision
12



makers are adept at using satisfycing strategieseach a goal more effectively. For
example, when approaching the convergent satiefaaif multiple goals, the tool will
continue proposing the most effective long ternatefyy taking advantage of leverage
points, yet this may unnecessarily prolong the mmssHumans can at some point focus on
the minimal requirements to succeed and engagéart serm tactics to 'win' in a more
timely manner. Nonetheless, it may be argued thet satisfycing strategies may lead to a
less stable end state.

Importantly, the decision support tool does notsprmee to lead to automated course of
action development in real-world applications,, i“dlind” decision-making based on the
outputs of a basic model. The tool crudely intetprine complexity of the system and
mathematically derives a recommended solution. Tt@’'s recommended resource
allocation may not always be feasible, implemertabt in line with an overarching
military strategy. This means that a human decisnaker will always be “in the loop.”
The tool essentially reduces the complexity of sbkution space for decision makers, by
“taking obviously bad, and not-so-obviously-badgidens off the table.”

Future research will test if teams of human denisiakers can use and refine the decision
support tool's solutions owing to each’s own cottakunderstanding and learning ability.
A critical next step is also to assess the germatality of the approach. If the tool's
validity and effectiveness is proven in the longytet is conceivable that a future version
could be employed prior to (and during) comprehensir “full spectrum” operations by
operational and strategic level integrated plantéagns.

Acknowledgements

Special thanks to Capt(N) Dickinson (Naval ReseHeadquarters) and LCdr Gothi
(HMCS STAR) for their leadership and support. Wantk Francois Rioux for extending
the CODEM simulator’s capabilities in order to sappan integrative collaboration process
and Capt Bradley Rathbun for the development ofAttotic Operations scenario.

References

Armenis, D. (2007). Dealing with battlefield comyiky: A decision maker’s perspective.
Proceedings of the 8th Asia-Pacific Complex Systeomderence

Banach, S.J. (2009). Educating by design: Prepaeaders for a complex worliilitary
Review. March-April96-104.

Banach, S.J., & Ryan, A.J. (2009). The art of desiky design methodologyMilitary
Review, March-April105-115.

Doérner, D. (1996).The logic of failure: Recognizing and avoiding ernm complex
situations.Reading, MA: Addison-Wesley.

Goldstone, R.L., & Sakamoto, Y. (2003). The trangi€ abstract principles governing
complex adaptive systemSognitive Psychology, 48,14-466.

Klein G., Wiggens S., & Dominguez C. (2010). TeaansemakingTheoretical Issues in
Ergonomics Science, 1304-320.

13



Lafond, D., & DuCharme, M.B. (2011). Complex deaisimaking experimental platform
(CODEM): A counter-insurgency scenariBroceedings of the IEEE Symposium on
Computational Intelligence for Security and Defedgmlications.Paris, FR, April 11-
15, pp. 72-79.

Lafond, D., DuCharme, M.B., Rioux, F., Tremblay, Bathbun, B., & Jarmasz, J. (2012).
Training systems thinking and adaptability for cdexpdecision making in defence and
security. Proceedings of the IEEE Conference on Cognitive hblit in Situation
Awareness and Decision Suppdew Orleans, LA, March 6-8, pp. 51-58.

Leslie, A., Gizewski, P., & Rostek, M. (2008). D&yging a comprehensive approach to
Canadian Forces operatio@anadian Military Journal, 911-20.

Miller, A. (1982). Tunnel vision in environmentalamagementThe Environmentalist, 2,
223-231.

Ritter, F.E., & Schooler, L.J. (2001). The learnigve. In W. Kintch, N. Smelser, P.
Baltes, (Eds.)Jnternational Encyclopedia of the Social and Bebaai Scienceqpp.
8602-8605). Oxford, UK: Pergamon.

Rousseau, C. (2003). Complexity and the limits afdern battlespace visualization.
Canadian Military Journal, SummeBb-44.

Senge, P.M. (1990T.hefifth discipline — The art and practice of the laarg organization.
New York, NY: Currency & Doubleday. 1990.

Sorrells, W. T., Downing, G. R., Blakesley, P.Rendall, D. W., Walk, J. K., & Wallwork,
R. D. (2005).Systemic operational design: An introduction. Foeavenworth: School
of Advanced Military Studie&lnited States Army Command and General Staff Celleg

Vester, F. (2007)The art of interconnected thinking: Ideas and tofas tackling with
complexity MCB: Verlag.

Wass de Czege, H. (2009). Systemic operationajdekearning and adapting in complex
missionsMilitary Review, Jan.-Feb2-12.

14



