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ABSTRACT 

· A new analytic method combining Pispunov's methods and eigenvalue 

analysis approach, a technique for identifying dominant loop analysis 

contributed by Nathan B. Forrester, is developed to search for the 

2 

feasible and most policies in system dynamics models. The paper briefly 

introduces the Liapunov methode of stability analysis (the first and 

second methods of Liapunov). Liapunov'e first method, under certain 

conditions, enables one to arrive at conclusions about a nonlinear system 

(original system) by studying the behavior of linearized systems. 

Liapunov's second method gives suffic'ient conditions for the stability of 

equilibrium states of nonlinear systems and gives necessary and 

sufficient conditions for the stability of equilibrium states of linear 

systems. Criteria of Liapunov's first method and Krasovskii's method, an 

extended method of Liapunov's second method, are both applied in the 

analytic method. The structure of the method and how the method is used 

are described. It is expected that the analytic method willbecome a new 

approach to testing modele in order to seek the best feasible policies 

automatically insystem dynamics. '' 
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I. Preface 

Challengea face the modeler who strivea· to understand and identify 

the atructural origins of behavior in system dynamica. Traditional 

simulation metho.ds for teeing modele and decisiO&~~~aking are 

time-consuming and error-prone. 
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The purpoae of thia paper is to develop an analytic method based on 

Liapunov methods and the eigenvalue analysis approach, a technique for 

identifying dominant loop analysis .contributed by Nathan B. Forrester for 

analyzing system dynamics models. The paper briefly introduces the 

Liapunov's methode of stability analysis, the first and the second 

methods of Liapunov. The first method of Liapunov, under certain 

conditione, enables one to arrive at conclusions about a nonlinear system 

(original system) by studying the behavior of linearized systems. The 

second of the two Liapunov methods and ita extended method give 

sufficient conditions for the stability of equilibrium statea of 

nonlinear systems and give necessary and aufficient conditions for the 

stability of equilibrium states of linear systems. Krasovakii's method, 

an extended method Of Liapunov's second method, is recommened as a new 

criterion to test the stability of nonlinear systems. The structure of 

the method and how the method is used are stated. It is expected that 

the analytic method will become a new approach to testir~ models in order 

to seek the most feasible policies automatically in system dynamics. 

The presentations here assume that the reader has read NBF.'s thesis. 

Therefore, his approach, mentioned above, is not described in this paper. 

In Order to explain the ideas presented in this paper and convince 

people of them, we discuss some basic concepts of Liapunov'a methods and 

decscribe and prove some of them further in appendices. Appendix 

introduces the basic concepts of stability, APPENDIX 2 DESCRIBES 

LIAPUNOV's second method and gives the proof of Krasovskii's method. 
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II· The ideas in this paper 

The basic idea of the method is using the Lispunov principles ~n the 

analysis of system dynamics models. The overview structure is shown in 

Figure 1. The main contribution of this paper is that Liapunov's first 

method, the second method, and its extended method, are inco~porated with 

"eigenvalue analysis approach" to analyze the system model. Then a new 

approach for searchir~ for feasible policies is formed. The new 

criterion is Krasovskii's method (that is "if rf(X)+F(X)<O" ?), it gives 

sufficient condi tiona for nonlinear sys.tems and necessary and sufficient 

conditions for linear systems. The criterion can pick out unreasonable 

policies causing system instability before going to the next proceddre. 

Liapunov's first method, under certain conditions, enables one to arrive 

at conclusions about a nonlinear system (original system) by studying the 

behavior of linearized systems. Therefore, it can be used to decide 

whether the next procedure goea to "eigenvalue analysis approach" or 

to"policymaking". As a result, the_new approach will speed up the whole 

process of searching for the best policy. 

III. Basic concepts of stability according to Liapunov and Liapunov'a 

first method. 

According to the Lispunov principles, Liapunov stability is 

concerned with the trajectories of a system when the initial state is 

near an equilibrium point. From a practical point of view, this ia very 

important because external disturbances (such as noise, component errors, 

etc.) are always present in a real system. 
'' 

The basic concepts of Liapunov a'tabitit;y are stability, asymptotic 

stability, inaabitity, autonomous and nonautonomous (see references). 
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Liapunov's first method including three theorems (see Appendi% 1) 

are very useful, because they enable one to draw conclusiOns about the 

stability status of the equilibrium pOint o· of a given nonlinear system 

by e%amining a linear system. The advantages of these results are 

self-evident. ·Roughly, Liapunov's first method gives the results as 

follovs: 

(1) If all the eigenvalues of the constant matri% A have nonzero 

real parts, then the stability of the equilibrium state of the original 

nonlinear system is the same as that after linearizing. 

(2) Under certain. condi tiona, if the linearized system is 

asymptotically stable., then the nonlinear system is also asymptotically 

stable. 

(3) If the eigenvalues of A have negative real parts, then the 

equilibrium state is asymptotically stable. And if at least one of the 

eigenvalues of A has a positive real part, then the equilibrium state is 

unstable. 

(4) If, hovever, at least one of the eigenvalues of A has a zero 

real part, and the remainder·have negative real parts, linearization 

techniques are inconclusive. In other words,. the local stability 

behavior of the equilibrium state of the system cannot be determined by 8 

linearized equstior., because this esse falls outside the scope of both 

Theorems and 3· We shall call this case the critical case. Ir. the 

critical case. the local stability behavior· of the equilibrium state of 

the system depends on higher-order terms of the Taylor series expansion 

of t(X). This can be realized as follovs:In the case described above, 

One can say that the· linearized system. is on the verge of stsbility~-or, 

if one is a pessimist; that it is on the verge of instability. That is, 

the stability status or· the equilibrium point 0 is. actually determined by 

the. higher-order terms, vhich are being neglected in the. linearization. 
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The conclusions by the stabilitt analysis in the first apprO%imation 

apply only in the neighborhood of the equilibrium state. Hamely, the 

first method of Liapunov concerns only stability in the small region. 

Stability analysis in the large region is more difficult than stability 

analysis in the small region. Consequently, to study global asymptotic 

stability, it is still necessary to resort to Liapunov's direct method. 

The puzzle is solved by the secOnd .. method of Liapunov. 

IV. Liapunov's second method (also called Liapunov's direct method) and 

its e%tended methods [Kalman, Vidyasagar, pp. 148, and Ogata 

pp.(470.;485] 

Liapunov' s seco&d method and several e%tendsd methods based on 

Lispunov'a second method are available to· investigate nonlinear· systems 

vithout linearization. The·aecond method of Liapunov proves to be 

particularly poverful in the investigation of stability analysis of . 
certain nonlinear systems ·vhere conventional crite·ria cannot give 

ansvers. The e%tended methods include Krasovskii's method for testing 

sufficient conditions for asymptotic ·stability of nonlinear systems, 

Schultz-Gibson's variable gradient method for generating Liapunov 

functions for nor.linear systems, Lur'e's method applicable to stability 

analysis of certain nonlinear· control systems, Zubov's method· for 

constructing domain or attraction and others. In this paper Liapunov'a 

direct method itself and Kraaovakii'a method for constitute the new 

analytic method. The other e%tended methods or Liapunov are not adopted 

because their processing procedures are not conve.iient enough to .. use, 

Liapunov'a second method is baaed on a generalization of the idee 

that if the system has an asymptotically stable equilibrium state, then 



D-3498 7 

the stored energy of the system displaced vi.thin the domain of attraction 

decays with increasing time until it finally assumes its minimum value at 

the equilibrium state. This method consists of determining a fictitious 

"energy" functio~ called a Liapunov function (candidate). The idea of 

the Liapunov function is more general than that of energy and ia more 

widely applicable. Liapunov functions are functions of x
1

,x
2

, ••• ,xn and 

t. We denote Liapunov funtions as V(x
1
,x

2
, ••• ,xn) or simply as V(X,t). 

Liapunov'a main stability theorem and Krasovskii'a method are 

briefly presented as follows. 

LIAPUBOV's MAIN STABILITY THEOREM 

Consider the vector differential equation 

X(t)•t[t,X(t)), t~O 

Where X(t) ~ Rn 

the equilibrium point 0 at time t
0 

or th!l function is stable if there 

exists a continuously differentiable, locally positive definite function 

V such that 

V(t,X)~O, "f X fB for some ball B 
r r 

(omitted proof, see Kalman and Vidyasagar, PP. 148) 

KRASOVSKII's METHOD. 

Consider the vector differential equation 

X(t)•f[t,X(t)), 
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Where X( t) ~ Rn 

A state X f Rn where e 

t(t,Xe)·O for all t 

is supposed to be an equilibrium state of the system. 

The Jacobian matrix for the system is 

3t
1 

ar
1 

ltx
1 

ih
2 

lt
2 

~r2 

~ . .. -
... ~t 

lf )f ~ 
--n --n ···--n 

lx 
n 

Define 

(Jacobian Matrix.) 

where l(X) is the Jacobian matrix and pt(X) is the conjugate 

transpose of P(X). ?(x) is clearly Hermiton. 

8 

Since P~(X)+P(X) is negative definite, it· follows that Vis negative 

definite. Hence V(X) is a Liapunov function. Therefore, the origin is 

asymptotically stable. If V(X)•tf(X)t(X) tends to ~finity as lxl-~ 

then the equilibrium state is asymptotically· stabl~ in the large. 

It should be pointed out that Krasovakii'a theorem differs from 

usual linearization approaches; it is not limited to small departures 

from the equilibrium state. Furthermore, V(X) and f(X) are represented 

in terms or t(X) or X rather than in terms or x. 
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The distinguishing fea.ture of all thEtse theorems is that they enable 

one to draw conclusions about the, stability statue of an e.quilibrium· 

point, without solving the syste111 equations, by constructing a suitable 

Liapunov function. 

In addition, notice that the theorem described above .. gives 

sufficient conditione for nonlinear systems and necessary and sufficient 

conditions for linear syst.ems. Thus an equilibrium. st.a.te. of a nonlinear 

system may be stable even if the conditions speci.fied in this theorem are 

not. satisfied. 

v. Descriptions of the main parts in the ana.lytic method and the main 

procedures of the method 

The key idea. of the method is applying Lil!punov' s principles in the. 

analysis. or system dynam.ics. models. The. overview. structure of the method 

is as. shown in Figure 1. The main parts of the method are· 

1).· Kraaovskii's method ("if FT(X):+F(X))<O" ?), one of the extended 

second Liapunov methods. It is used to judge .whe.ther the system is 

stable in the large rigion or not. 

2). Eigenvalue analysis approach, a technique for identifying 

dominant loops contributed by Nathan B. Forrester. 

,). Linearizing model, based on Liapunov's first method. Liapur.ov's 

first method, under certain conditions, enables one to arrive at 

concl.usions about a nonlinear system (original system) by studying the 

behavior of linearized systems. The original system is atabl.e when the 

linel!rized model has b.een judg!Jd a,tabl.s enough by the criteria. 
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4). Criteria or the first Li.pUnOV method, which judge whether the 

linearized model is pro.per or not. Aa we know, any linearhed model is 

just an approximation of ita nonlinear origin system in the neighborhood 

of the operating point. LiapunQv' a first metho.d gives powerful support 

in theory and. the useful criteria to examine the behavior or a linearised 

model. 

The main procedures of tha.method are as follows: 

I). Given a nonlinear model and ct~rtain policies from "policymekiDC·" 

(go directly to St11p 4 for a linear system.) 

2). "if F'(X)+F(X)<O" ? Yea, go directly to "eigenvalue analysis"; 

If not, go to "linearizing model.·" 

'). linearizing model. Applying criteria of Liapunov'a first method 

to judge "if all eigenvalues.are negative?" 

Yes·, go. to "eigenvalue an•lyeie"; 

No (i.e., at le•st one of the. eigenvalue of A has a positive real 

part or a zero real part), go to "policymaking" and chanse 

policy. 

4) • Eigenvalue. analysis approach, identifying dominant loope .• 

Are all tbe tests done and the results good? 

Yes,.go to the "end." 

No, go to "policymaking" then return to eigenvalue analysis 

approach or go back to the beginning and through step 1 to '· 

VI. Discussion 

1. Generally speaking, the. process or testing II!Odels and policies 

is usually iterative, time-comeuming, and costly. It needs a lot or 

teats to approach the pOlicymaking. goal. Traditi.or.al simulation· methode 
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for teeing 1110dela and decisiOClllaking are not. only time-consuming but also 

error-prone. It will be an especially heavy burden to teat all the 

possible policies, feasible or purely wrong,. while people lack experience 

at the beginning .. of policymaking. Clearly, the detour is not worthwhile. 

The analytic method presented in this paper combines Liapunov's methode 

ar~ the eigenvalue analysis approach into a new integrated approach, 

which takes advantage 9f each criterion in different steps to pick out 

the bad choices. Thus, the process of searching for the moatfeasible 

policies in system dynamics modele is simplified and shortened. And it 

is expected that the analytic method will become an integrated piece of 

software to test models automatically in system dynamics. 

2. The Krasovkii methods gives a ·staple and very useful criterion (if t' 

(X)+J'(X)<O ?) t.o the analytic method. The criterion can be used widely 

no aatter what type of system it is (nonlinear or linear). Once tha 

policy changes, it changes the parameters of the eystem model. Aa a 

first filter, the criterion only allows the policies that have 

corresponding "F'(X)+J'(X)<O" to go to "eigenvalue analysis approach" for 

identifying dominant loops. In other words, the function of Krasovkii'e 

method is to sift out bad policies (they go to the second fil tar -

linearizing model, and criteria of Liapunov'a first method). Then the 

remaining policies will be more feasible, and it would be easier for 

eigenvalue analysis to search for the important feedback loops. 

Consequently, the criterion will save people time and money in seeking 

the beat policy. Another advantage of Krasovskii'a criterion ia also 

evident. Because of ita applicability and simplicity to nonlinear 

eyata.e, the criterion is easy to program and incorporate into the 

program of the analytic method. 

97 
3· Liapunov'e first method aivea a powerful support in theory and some 

useful criteria to exaaine the behavior of a linearized model. It ia 

well known that linearisation causae little impact on model behavior. 

12 

Any linearized model ia just an approxillation of ite nonlinear ortain 

system in the neighborhood of the operating point. People may_ doubt 

whether the model strays far from the ortainal linearization point, and 

what the relationship between the linearized model and the real system 

is. Liapunov'e first method, stated in Appendix I, includes three 

theorema. These theorems are helpful in reaching conclusiOns about a 

nonlinear system by examintna a lineal' system. It cOnvinces people that 

Liapunov'e first method, under certain conditione, enables one to arrive 

at conclusions about a nonlinear system (original system) by studyins the 

behavior of linearized systems. Theorem I states that if a linearized 

system is uniformly asymptotically stable, then the nonlinear ortain 

system is no doubt uniformly asymptotically stable too in the saae 

region.· Theorems 2 and 3' convince people that. if all eigenvalues of A 

have negative real parts the equilibrium point 0 of this system is 

asymptotically stable; and if at .least one eigenvalue of A
0 

bas a 

positive value, the equilibrium point 0 .of the system is unstable• 

Therfore, Liapunov'e first method also supports the theoretical 

foundations of HBF' e eigenvalue approach in theory. In addition, 

theorems 2 and 3 are vary powerful criteria in the analytic method, as 

they can pick out and exclude the unreasonable numbers of A in the 

process of testing. 
'' 

VII. Conclusion 

1. Liapunov's first method strengthens the theoretical foundation of 

linearization and convinces people of the conclusion about a nOnlinear 

system by exami.ng linearized systems. 
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2. A new an.alytic method for seeking the feasible pOlicies is 

presented. It is a combination of criteria of Liapunov'e methods and 

eigenvalue analysis .approach. The· new method is more efficient and has 

more functions. Its· advantage is clear:it eaves time and cost in the 

searching process. Furthermore, Krasovskii's method and the criteria of 

Liapunov's first method are. eaay to program and- incorporate with NBF·'s 

orginal eigenvalue approach. Therefore, it· is expected that 'the analytic 

method will become an integra-ted software tool to teet models 

automatically in system· dynamics. 
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Figure 1. Flow chart of the method 
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APPEBDIX I Liapunov'a·firat method 
According to the Liapunov principle, Liapunov stability is concerned 

with the trajectoriee of a system when the initial state is near an 
equil:l,briUII point. From a practical point of view, this ie very uportant 
because external dieturbances (such ae noise, component errore, etc.) are 
always present iD a real system. 

Ve nov offer precise definitions of the concept of Liapunov atability 
and instability. [Vidyasagaa, pp. 5, 132-138 and Ogata, PP• 438-442] 

Consider the vector differential equation 

t(t)•f(t,X(t)), ( 1) 

Vhera X( t) t Rn 
We assume that the function has a unique solution over [o,o) 

correepondins to each initial condition for X(O), and that this solution 
depends continuously on X(O), iff satisfies a global Lipschitz condition. 

And an X f Rn is said to be an. equilibrium point of the system at 
ti.llle t if 0 

fft,x).a. • t~t0 
The basic concepts of Liapunov stabitity are stability, asymptotic 

stability, inaabitity, automoua and nonautonomous. 

Liapunov's first method (also known as Liapunov's indrect method) 
convinces one of the feasibility of linearicica a nonlinear system. 

Liapunov'a first method solve~ this problem. The main value of this 
method is that, under certain condit;l.ona, it enables one to arrive at 
conclusions about a nonlinear system by studying the behavior of a linear 
ayatem.· [Vidyasagaar, pp.1B6-189, and Ogata, pp. 450-452) 

• !HBOBBK1 Consider the nonautonomoua system 

t(t)•f(t,X(t)) 
Suppose that 
f(t,O)-o 
and that f(t,•) is continuously differentiable. Define 

A( t)•[Ui..h!l) 
"it X X"' 

t 1(t,X)•f(t,X)-A(t)X 
and aaeume that 

\if-.os~£olt1\ilx)l •O 

A( • ) is bounded 
Under these conditione, if the equilibrium pp~t 0 of the system 

!(t)•A(t)Z(t) . . 
-----------------------------------------------------------------------• Because there vas nothins to be gained by assuming autonomy, we 
considered the result for a nonautonomoua system. [Vidyaaagar, pp. 190] 
is uniformly asymptotically stable over [0, ), then the equilibrium point 0 



of the system 

1( t)•t( t ,X( t)) 
is also uniformly asymptotically stable over. [o.~. 

(proof omitted) 

THEOREK2 C9nsider the autonomous system 

X(t)•t(X( t)) 

17 

Provided that f(O}zO and that t is continuously differentiable, define 

A·[~Jr:•o 
~X 

Under these conditions, the equilibrium point 0 of this system is. 

(uniformly) asymptotically stable if all eisenvalues of A have negative 
real par'ts. 

TH!OREM3 Consider the system 

t(t)•f(X(t)) 
PrOvided that f(O)•O and that t is continuously differentiable, 

Sup'poat~ in addition that 

A•[af(t,X)] •A (a constant matrix), ~t>O ax x•o 0 

and (i.,t) holds. Under these conditions, the equilibrium point 0 of this 
system is unstable if at least one eigenvalut~ of A has a positive real 
paM. . o 

100 APPEIDIX 2 Liapunov'e second method 

and ita extend.ed method 

Liapunov's second method (also called Liapunov'e direct method) and ita 

extended method, [Kalman, Vidyasagar, pp. 148, and Ogata PP• 470-485] 

In a ~ree linear dynamic system if t~e equilibrium state is locally 

asymptotically stable, then it is asymptotically stable in the larae 

region. In a nonlinear free dynamic system, however, an equilibrium state 

can be locally asymptotically stable without being asymptotically stable in 

the large. Therefore, the situations or asymptotic stablity of equilibrium 

states of these two systems are quite different. Obviously, stability 

analysis of linearized models of nonlinear systems is completely inadequate 

to examine asymptotic stability of equilibrium·statea of nonlinear systems. 

Liapunov'e second .method and several extended methode baaed on Liapunov'a 

second method are available to inveatiaate .nonltne.ar s:Jstema without 

linearization. The second method ot Ltapunov proves to be particularly 

powerful in the investigation of stability analysis of certain nOnline.er 

systems where conventional criteria cannot give anavera. The ext.ended 

methods include Kraaovakii'a method fGr testing sufficient conditione for 

asymptotic stability ot nonlinear s:Jatema, Schultz-Gibson's variable 

gradient metbod tor generating Liapunov functions for nonlinear ayateme, 

Lur'e'a method applicable to stability analysis or certain nonlinear 

control s;rstema, ~bov's met.bod tor constructing domain of attraction and 

others. In tbia pap!tr Liapunov'a direct metbo.d itself and Kraaoveld.i' a 

method are presented for constituting tba new approach. The others are not 

adopted because th.sir proc.aaing proc.edurea are no~ 'convenient enoqb to 

use. 
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Liapunov's second method is based on a generalization of the idea that 

if the system bae an asympto-tically stable equilibrium eta te, then the 

stored energy of the system displaced within .the domain of attration decays 

with increasing time until it finally assumes ite minimum value at the 

equilibrium state. This method consists of determination of a fictitious 

"energy" function called a Liapunov function (candidate). The idea of the 

Liapunov function is more general than that of enargy and is'more widely 

applicable. Liapunov functions are functions of x
1

,x
2

, ••• ,xr. and t. We 

denote Liapunov funtions as V(x
1

,x
2

, ••• ,xn) or simply as V(X,t). 

Liapunov's main stability theorem and Krasovskii's method are presented 

as follows. 

LIAPUBOV's NAIR STABILITY THEOREM 

Consider the vector differential equation. 

l(t)•f[t,X(t)], t~O 

Where X(t) f Rn 
the equilibrium point 0 at time t of the function is stable if 
exists a continuously differentia~le, locally positive definite 
euch that 

t( t,X).5_0, 

(omitted proof, see Kalman and Vidyasagar, PP. 148) 

KRASOVSKII'e METHOD 
Consider the vector differential equation 

!(t)•f[t,X(t)]~ t~O 
Where X( t) f" R 

A state Xe ~ Rn where 

tor all t 

is supposed to be an equilibrium state of the system. 

there 
function V 

101 
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The Jacobian matri.J: for the syilt811 is 

ar1 ar1 ... i!1 

)x1 ~x2 

ar
2 

ar
2 

)x
1 

ilx
2 

'U u u 
--n --n ···--n 

Define 

r< x>·rc<x>•r< x> 

1x 
n 

(Jacobian Matrix.) 

20 

where P(X) is the Jacobian matrix and P~(X) is the conjugate transpose 

of P(X). F(X) ia clearly Heraiton. 

Then try to fine a l.p.d.t. V and t(t,X)<O 

Let 

Then 

V(X)•f~(X)f(X)+tt(X}f(X) 

•[~t(X) _5't f(X)+tt(X}(~t(X) ~) 
~X dt »X dt 

'' 
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v(x)•[F(x)r(x)]~f(X)+f~(x)[F(X)f(X)] 
•tt(x)F'(X)f(X)+t<(X)F(X)f(X) 
•f((X)fF<(X)f(X)+F(X)f(X)) 
•f~(X) rC(X)+F(X))f(X) 

If 
VC(X)+F(X)<O (negative difinite) 

and 
f(X)•O when X=O 
f(X)oiO when XJ'O 

Then V(X) positive definite 

t(x) negative definite. 
Now we have proved that 
F(X)<O 
If 
VC(X)+F(X)<O and when X=O 
PROOF There is 
O>X< (F~(X) +F( X) )X.;~F<( X)X+Xt F(X)X 

m(xtF(X)X)t +xtF(X)X 
=2*XtF( X)X 

then 2*X<F(X)X<O 
then F(X)<O. 

21 

then it can be proved further f(X)=O when X•O 
f(X)JIO when XI'O. 

Since F1(X)+F(X) is negative definite it follows that i is negative 
definite. Hence V(X) is a. Liapunov functi n.· Therefore, the o~iJin is 
ileymptotically stable. If V(X)=t1(X)f(X) ends to infinity as IXIi-...,.,, then 
the equilibriWD state is asymptotically at ble in the large. 
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